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new!

Mock catalogs are essential
to analyze the large-scale structure

•To build reliable covariance matrixes

•To test for cosmic variance

•To test for analysis systematics

•To test the technique of reconstruction of the 

baryonic acoustic feature
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Information encoded:
• gravity
• zeq radiation and matter equality

• geometry
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Figure 8. The correlation function measurements ξ(s) for the WiggleZ, SDSS-LRG and 6dFGS galaxy samples, plotted in the combination
s2 ξ(s) where s is the co-moving redshift-space separation. The lower right-hand panel shows the combination of these measuremements
with inverse-variance weighting. The best-fitting clustering models in each case, varying the parameters Ωmh2, α, σv and b2 as described
in Section 3, are overplotted as the solid lines.

cance of detection of the acoustic peak in DR7-Full with
that obtained in the volume-limited LRG sub-samples an-
alyzed by Kazin et al. (2010a). The sample “DR7-Sub”,
a quasi-volume-limited LRG catalogue spanning redshift
range 0.16 < z < 0.36 and luminosity range −23.2 < Mg <
−21.2, yields a detection significance of 2.2-σ. For the sam-
ple “DR7-Bright”, a sparser volume-limited catalogue with
a brighter luminosity cut −23.2 < Mg < −21.8, the signifi-
cance of the baryon acoustic feature is just below 2-σ.

6 THE STACKED BARYON ACOUSTIC PEAK

Our goal in this Section is to assess the overall statistical
significance with which the baryon acoustic peak is detected
in the combination of current galaxy surveys. In order to do
this we combined the galaxy correlation functions measured
from the WiggleZ Survey, the Sloan Digital Sky Survey Lu-
minous Red Galaxy (SDSS-LRG) sample and the 6-degree
Field Galaxy Survey (6dFGS), and fitted the models de-
scribed in Section 3 to the result. Although we acknowledge
that model fits to a combination of correlation functions ob-
tained using different redshifts and galaxy types will produce
parameter values that evade an easy physical interpretation,
the resulting statistical significance of the BAO detection re-
mains a quantity of interest.

6.1 The 6dFGS baryon acoustic peak

measurement

For completeness we summarize here the measurement of the
baryon acoustic peak from the 6dFGS reported by Beutler
et al. (2011). After optimal weighting of the data to min-
imize the correlation function error at the baryon acous-
tic peak, the 6dFGS sample covered an effective volume
Veff = 0.08 h−3 Gpc3 with effective redshift zeff = 0.106.
Beutler et al. fitted the model defined by our Equation 8
to the 6dFGS correlation function, using lognormal real-
izations to determine the data covariance matrix and vary-
ing the parameter set Ωmh2, α, σv and b2. The model fits
were performed over the separation range 10 < s < 190 h−1

Mpc, with checks made that the best-fitting parameters were
not sensitive to the minimum separation employed. The re-
sulting measurements of the distance scale were quantified
as DV (0.106) = 457 ± 27 Mpc, d0.106 = 0.336 ± 0.015 or
A(0.106) = 0.526 ± 0.028. The statistical significance of the
detection of the acoustic peak was estimated to be 2.4-σ,
based on the difference in chi-squared ∆χ2 = 5.6 between
the best-fitting model and the corresponding best fit of a
zero-baryon model.

6.2 The combined correlation function

Figure 8 displays the three survey correlation functions
combined in our study: the WiggleZ 0.2 < z < 1.0 mea-
surement plotted in the lower right-hand panel of Figure
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primarily on WMAP temperature fluctuation measurements. These data are the most recent in a series of polarization
measurements at l � 50. However, high-l polarization observations do not (yet) substantially enhance the power of
the full data to constrain parameters, so we do not include them in the nine-year analysis.

Fig. 1.— A compilation of the CMB data used in the nine-year WMAP analysis. The WMAP data are shown in black, the extended
CMB data set – denoted ‘eCMB’ throughout – includes SPT data in blue (Keisler et al. 2011), and ACT data in orange, (Das et al. 2011).
We also incorporate constraints from CMB lensing published by the SPT and ACT groups (not shown). The ΛCDM model fit to the
WMAP data alone (shown in grey) successfully predicts the higher-resolution data.

2.2.2. Baryon Acoustic Oscillations

The acoustic peak in the galaxy correlation function has now been detected over a range of redshifts from z = 0.1
to z = 0.7. This linear feature in the galaxy data provides a standard ruler with which to measure the distance ratio,
DV /rs, the distance to objects at redshift z in units of the sound horizon at recombination, independent of the local
Hubble constant. In particular, the observed angular and radial BAO scales at redshift z provide a geometric estimate
of the effective distance,

DV (z) ≡ [(1 + z)2 D2
A(z) cz /H(z)]1/3, (1)

where DA(z) is the angular diameter distance and H(z) is the Hubble parameter. The measured ratio DV /rs, where
rs is the co-moving sound horizon scale at recombination, can be compared to theoretical predictions.
Since the release of the seven-year WMAP data, the acoustic scale has been more precisely measured by the Sloan

Digital Sky Survey (SDSS) and SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) galaxy surveys, and by
the WiggleZ and 6dFGS surveys. Previously, over half a million galaxies and LRGs from the SDSS-DR7 catalog had
been combined with galaxies from 2dFGRS by Percival et al. (2010) to measure the acoustic scale at z = 0.2 and
z = 0.35. (These data were used in the WMAP seven-year analysis.) Using the reconstruction method of Eisenstein
et al. (2007), an improved estimate of the acoustic scale in the SDSS-DR7 data was made by Padmanabhan et al.
(2012), giving DV (0.35)/rs = 8.88± 0.17, and reducing the uncertainty from 3.5% to 1.9%. More recently the SDSS-
DR9 data from the BOSS survey has been used to estimate the BAO scale of the CMASS sample. They report
DV (0.57)/rs = 13.67± 0.22 for galaxies in the range 0.43 < z < 0.7 (at an effective redshift z = 0.57) (Anderson et al.
2012). This result is used to constrain cosmological models in Sánchez et al. (2012).
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with inverse-variance weighting. The best-fitting clustering models in each case, varying the parameters Ωmh2, α, σv and b2 as described
in Section 3, are overplotted as the solid lines.
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a quasi-volume-limited LRG catalogue spanning redshift
range 0.16 < z < 0.36 and luminosity range −23.2 < Mg <
−21.2, yields a detection significance of 2.2-σ. For the sam-
ple “DR7-Bright”, a sparser volume-limited catalogue with
a brighter luminosity cut −23.2 < Mg < −21.8, the signifi-
cance of the baryon acoustic feature is just below 2-σ.
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Our goal in this Section is to assess the overall statistical
significance with which the baryon acoustic peak is detected
in the combination of current galaxy surveys. In order to do
this we combined the galaxy correlation functions measured
from the WiggleZ Survey, the Sloan Digital Sky Survey Lu-
minous Red Galaxy (SDSS-LRG) sample and the 6-degree
Field Galaxy Survey (6dFGS), and fitted the models de-
scribed in Section 3 to the result. Although we acknowledge
that model fits to a combination of correlation functions ob-
tained using different redshifts and galaxy types will produce
parameter values that evade an easy physical interpretation,
the resulting statistical significance of the BAO detection re-
mains a quantity of interest.

6.1 The 6dFGS baryon acoustic peak

measurement

For completeness we summarize here the measurement of the
baryon acoustic peak from the 6dFGS reported by Beutler
et al. (2011). After optimal weighting of the data to min-
imize the correlation function error at the baryon acous-
tic peak, the 6dFGS sample covered an effective volume
Veff = 0.08 h−3 Gpc3 with effective redshift zeff = 0.106.
Beutler et al. fitted the model defined by our Equation 8
to the 6dFGS correlation function, using lognormal real-
izations to determine the data covariance matrix and vary-
ing the parameter set Ωmh2, α, σv and b2. The model fits
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sulting measurements of the distance scale were quantified
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detection of the acoustic peak was estimated to be 2.4-σ,
based on the difference in chi-squared ∆χ2 = 5.6 between
the best-fitting model and the corresponding best fit of a
zero-baryon model.
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primarily on WMAP temperature fluctuation measurements. These data are the most recent in a series of polarization
measurements at l � 50. However, high-l polarization observations do not (yet) substantially enhance the power of
the full data to constrain parameters, so we do not include them in the nine-year analysis.

Fig. 1.— A compilation of the CMB data used in the nine-year WMAP analysis. The WMAP data are shown in black, the extended
CMB data set – denoted ‘eCMB’ throughout – includes SPT data in blue (Keisler et al. 2011), and ACT data in orange, (Das et al. 2011).
We also incorporate constraints from CMB lensing published by the SPT and ACT groups (not shown). The ΛCDM model fit to the
WMAP data alone (shown in grey) successfully predicts the higher-resolution data.

2.2.2. Baryon Acoustic Oscillations

The acoustic peak in the galaxy correlation function has now been detected over a range of redshifts from z = 0.1
to z = 0.7. This linear feature in the galaxy data provides a standard ruler with which to measure the distance ratio,
DV /rs, the distance to objects at redshift z in units of the sound horizon at recombination, independent of the local
Hubble constant. In particular, the observed angular and radial BAO scales at redshift z provide a geometric estimate
of the effective distance,

DV (z) ≡ [(1 + z)2 D2
A(z) cz /H(z)]1/3, (1)

where DA(z) is the angular diameter distance and H(z) is the Hubble parameter. The measured ratio DV /rs, where
rs is the co-moving sound horizon scale at recombination, can be compared to theoretical predictions.
Since the release of the seven-year WMAP data, the acoustic scale has been more precisely measured by the Sloan

Digital Sky Survey (SDSS) and SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS) galaxy surveys, and by
the WiggleZ and 6dFGS surveys. Previously, over half a million galaxies and LRGs from the SDSS-DR7 catalog had
been combined with galaxies from 2dFGRS by Percival et al. (2010) to measure the acoustic scale at z = 0.2 and
z = 0.35. (These data were used in the WMAP seven-year analysis.) Using the reconstruction method of Eisenstein
et al. (2007), an improved estimate of the acoustic scale in the SDSS-DR7 data was made by Padmanabhan et al.
(2012), giving DV (0.35)/rs = 8.88± 0.17, and reducing the uncertainty from 3.5% to 1.9%. More recently the SDSS-
DR9 data from the BOSS survey has been used to estimate the BAO scale of the CMASS sample. They report
DV (0.57)/rs = 13.67± 0.22 for galaxies in the range 0.43 < z < 0.7 (at an effective redshift z = 0.57) (Anderson et al.
2012). This result is used to constrain cosmological models in Sánchez et al. (2012).
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KAZIN & SANCHEZ: Disentangling H and DA in Clustering Measurements 20

Fig. 6.— Best Fit Results: DisentanglingH(z)−DM (z) Degeneracies with Geometric Distortions. Left plots-
real space. Right- velocity-space. Top- multipoles. Bottom- wedges. “Data” (symbols) are the geometrically

distorted signal, the template (thin dashed line) is the true signal, and the best fit models are the thick dashed line

within the region tested (40 < s < 150h−1Mpc). Here we limit our test to testing only the AP effect, resulting in

contours in Figure 6.

ξ|| ! H
``speedometer”

ξ⊥!DA
``yard stick”

Clustering Anisotropies: 
because two peaks are better than one

Averaging 160 LasDamas 
(SDSS-II LRG volume) simulations

km/s/Mpc

s s||
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the SDSS-III BOSS

Apache Point NM, USA

CMASS sample: 
-264,000 massive galaxies
- 0.43<z<0.7  <z>=0.57
- Volume of  2.2 Gpc3

- density ~ 3⋅10-4h3Mpc-3
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BOSS Results: Simulated Data

(arXiv 1303.4391)

Note: all points are covariant

Averaging 600 PTHalo BOSS volumes by Manera et al. (2012)
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BOSS Results: Data

Note: all points are covariant

(arXiv 1303.4391)
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BOSS DR9 H(z) and DA(z) from Clustering Wedges 15

Figure 8. CMASS results pre-reconstruction (left) and post (right). The marginalized results of cz/H/rs (right panels) and DA/rs
(top panels), and the joint constraints (bottom panels). The solid red lines are the posterior, and the dashed blue lines are a Gaussian
approximation, as described in the text. The panels indicate the modes, 68% CL region boundaries, proposition-mean, proposition
standard deviation, skewness and cross-correlation coefficient (r). The contours indicate the 68.27, 95.45% CL regions. For plotting
purposes the post-reconstruction likelihoods assume a prior |ε| < 0.15. The gray dashed lines indicate the fiducial cosmology.

when examining the high S/N mocks; Appendix C3) should
be expected, where r1/H is the cross-correlation between
the cz/H/rs modes obtained when using one method (here
pre-reconstruction) and when using a second (here post-
reconstruction), and similar for rDA

, when discussing DA/rs
results. Also, although one does expect tighter constraints
when applying reconstruction, the DR9 mocks indicate a
19% (116/600) possibility of not improving cz/H/rs. Using
mocks with expected S/N of the final BOSS footprint (de-
scribed in §6.4), this probability is reduced to ∼ 1.5%.

The CMASS cz/H/rs, DA/rs results are summarized in
Table 3 along with various related parameters.

6.3.1 Comparing results of various ξ methods

The results quoted in the previous section are obtained when
using the ∆µ = 0.5 clustering wedges with the RPT-based
template. Table 3 contains the results obtained for eight dif-
ferent combinations of statistics.

When applying the dewiggled template we obtain simi-
lar results to those obtained with RPT-based one. According
to our mocks we expect r1/H ,rDA

∼ 0.5− 0.65 amongst the
templates both pre- and post-reconstruction.

We apply the same test on the [ξ0,ξ2] multipoles and
obtain slightly different results, but consistent within the
68% CL regions, as seen in the bottom plot of Figure 9. Ac-
cording to the DR9 mock realizations we expect cross corre-
lations between wedges results to multipoles by r1/H ,rDA

∼
0.4− 0.45.

Figure 10 displays cz/H/rs, DA/rs likelihood profiles
of all eight different methods analyzed here. The plot shows
that all methods yield consistent results. The ξ0,2 pre-rec
(both RPT-based and dewiggled) cz/H/rs profiles appear to
be wider than the rest, where the ξ0,2 post-rec (both RPT-
based and dewiggled) appear to be the furthest from the rest,
although clearly consistent within the 68− 95% CL regions.
These differences are as expected based on the results from

the mocks (for a visual of higher S/N mock results see top
plot in Figure 12). We investigate various methods of shape
parameters, and find similar results.

6.3.2 Robustness of results to the range of fitted scales

As discussed in §5.3, these measurements focus on the infor-
mation of the anisotropic baryonic acoustic feature and not
from the full shape. As such, we do not expect dependency
of our results on the range of scales used in the analysis.

The results quoted in the previous sections are obtained
when analyzing data in the region of separations between
[smin, smax] = [50, 200]. We compare the results obtained for
various choices of smin, smax. Figure 11 shows the comparison
of the results.

We find that, for the most part, the range of analy-
sis does not affect our main results: mode values, uncer-
tainties, cross-correlation coefficient or skewness. Regions of
exception involve those with smin ≥ 65h−1Mpc, in which
the cz/H/rs uncertainties increase from ∼ 6% to 7% and
even higher, when limiting to smax=160h−1Mpc. This re-
sult could be explained by the fact that in this latter test
the full dip of the baryonic acoustic feature is not used,
and shape parameter values that cause spurious dips are
accepted, whereas for lower values of smin they are not.
We conclude that a more reliable result would include data
points along the full shape, even though that information is
marginalized over through the linear bias and A(s) terms.

We do not consider analyses with smin < 50h−1Mpc,
because the templates used do not describe well the velocity-
dispersion damping in the PTHalo mock-mean signal, and
hence models would too heavily depend on the A(s) terms.

In all ranges investigated the χ2/dof is between 0.6−0.8,
with the smax = 180h−1Mpc yielding the best fits, although
not significantly better ones.

c© 0000 RAS, MNRAS 000, 000–000

BOSS DR9 H(z) and DA(z) from Clustering Wedges 15

Figure 8. CMASS result pre-Reconstruction (Top) and post (Bottom). Left: Clustering wedges of CMASS and the best fit model.
The best fit χ2 and number of degrees of freedom are quoted. Right panels: The marginalized results of α|| ≡ (Hrs)fid/(Hrs) (right

panel), α⊥ ≡ (DA/rs)/(DA/rs)fid (top panel), and the joint constraints (bottom panel). The panels indicate - measurements: mode,
proposition-mean; uncertainties: the 68% CL region boundaries; skewness and cross-correlation coefficient (r). The contours indicate the
68.27, 95.45, 99.73% CL regions. The α||,α⊥ = 1 lines are the fiducial cosmology used to convert z to comoving distances. For plotting
purposes the post-Reconstruction likelihoods assume a prior |ε| < 0.15.

our mocks we expect r1/H ,rDA
∼ 0.5 − 0.65 amongst the

templates both pre- and post-Reconstruction.

We apply the same test on the [ξ0,ξ2] multipoles and
obtain slightly different results, but within the 68% CL re-
gions, as seen in the bottom plot of Figure 9. According to
the DR9 mock realizations we expect cross correlations be-
tween wedges results to multipoles by r1/H ,rDA

∼ 0.4−0.45.

Figure 10 displays cz/H/rs, DA/rs likelihood profiles
of all eight different methods analyzed here. The plot shows
that all methods yield consistent results. The ξ0,2 pre-Rec
(both RPT-based and deWiggled) cz/H/rs profiles appear
to be wider than the rest, where the ξ0,2 post-Rec (both
RPT-based and deWiggled) appear to be the furthest from
the rest, although clearly consistent within 68 − 95% CL
regions. These differences are as expected in the mocks. We
investigate various methods of shape parameters, and find
similar results.

6.3.2 Constraining power from the anisotropic baryonic
acoustic feature, not the broad shape

As discussed in §5.3 these measurements focus on the infor-
mation of the anisotropic baryonic acoustic feature and not
from the full shape. As such, we do not expect dependency
of our results on the range of scales used in the analysis.

The results quoted in the previous sections are obtained
when analyzing data in the region of of separations between
[smin, smax] = [50, 200]. We compare the results obtained for
various choices of smin, smax values and display the results
in Figure 11.

We find that, for the most part, the range of anal-
ysis does not affect our main statistics of interest: mode
values, uncertainties, cross-correlation coefficient, skewness.
Regions of exception involve those with smin ≥ 65h−1Mpc,
in which the cz/H/rs uncertainties increase from ∼ 6% to
7% and even higher, when limiting to smax=160h−1Mpc.
This could be explained by the fact, that in this latter test
the full dip of the baryonic acoustic feature is not used,
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BOSS BA Feature: 
Measuring H(z), DA(z) from BA Feature only
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(arXiv 1303.4391)
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Is this measurement reliable?
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DR9 H(z), DA(z) expectations pre -Rec 
from mock catalogs

Figure 8. Pre-reconstruction distributions of (Hrs)fid/(Hrs) and (DA/rs)/(DA/rs)fid modes and their uncertainties of the
mock PTHalos using the RPT ξ||, ξ⊥. The uncertainties are half the 68% CL region of the marginalized likelihood function
(68CLr). The top two plots show the mode measurements against the uncertainties and the bottom two show correlations of
the same information reorganized according to the labeling. In each panel are results of all 600 mock realizations, where the
grey dots are the ≥ 3σ subsample (462 realizations), and blue for the complementary < 3σ subsample. The cross-correlation
coefficient in each panel is indicated by r. All numerical results reflect median and scatter values of the ≥ 3σ subsample. In
the bottom left plot we emphasize the constant α and ε lines, as indicated. In the bottom right plot we mark the DR9-CMASS
uncertainty measurement. For plotting purposes we apply a prior of |ε| < 0.15.

21

Testing for bias Constraining power

D
A
/D

A
fid

Hfid/H ΔH/H 

ΔD
A
/D

A
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x
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Our result(arXiv 1303.4391)
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Hand Picked mock realizations

 SDSS-II volume mock catalogs indicate a >10% chance of not detecting an apparent signature
-based on mock catalogs provided by LasDamas (McBride et al.; in prep) and Horizon-Run mocks (Kim et al. 2009)-

 ~45% (75 of  160) of realizations do show indication of a clear peak 

 SDSS-II LRGs do reveal a Baryonic Acoustic Feature 
     in various redshifts and luminosity cuts 

s  [h-1Mpc]

"(s)

DR7 Volume Limited Sample
(z<0.36)

Baryonic acoustic feature 
in a smaller data set: SDSS-II LRGs

Kazin et al. (2010)

Note: all points are covariant
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Hand Picked mock realizations

 SDSS-II volume mock catalogs indicate a >10% chance of not detecting an apparent signature
-based on mock catalogs provided by LasDamas (McBride et al.; in prep) and Horizon-Run mocks (Kim et al. 2009)-

 ~45% (75 of  160) of realizations do show indication of a clear peak 

 SDSS-II LRGs do reveal a Baryonic Acoustic Feature 
     in various redshifts and luminosity cuts 

s  [h-1Mpc]

"(s)

So, 
do you feel

NOT UNlucky?

DR7 Volume Limited Sample
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Baryonic acoustic feature 
in a smaller data set: SDSS-II LRGs

Kazin et al. (2010)

Note: all points are covariant
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Mocking, mocking, mocking

s  [h-1Mpc]

"(s~ BA feature scale)
We test hundreds of mock 
catalogs for systematics - 
LasDamas realisations

1454 KAZIN ET AL. Vol. 710

Figure 11. rs (zd )/DV (z) result: we obtain rs/DV (z = 0.278) of 0.1389
± 0.0043 (black diamond; 1σ uncertainty) in good agreement with the z = 0.275
result presented by (Percival et al. 2009; red crosses). Other results (Sánchez
et al. 2009: purple triangle; Reid et al. 2009: cyan cross; Percival et al. 2007:
orange crosses; Eisenstein et al. 2005: blue square) are indicated. These points
are not all independent as they use similar samples. The solid lines show
predictions of various flat ΛCDM cosmologies constraining ΩM0h

2 = 0.1358
and varying ΩM0 and h, where the top (blue) line is ΩM0 = 0.19, h = 0.84 and
the bottom (purple) line is ΩM0 = 0.37, h = 0.60. Intermediate steps shown
are ΩM0 = 0.22, 0.25, 0.28, 0.31, 0.34. Our result clearly agrees with ranges
ΩM0 = [0.25, 0.34] and h = [0.63, 0.73].

with other studies mentioned here, that the SDSS LRG sample
contains a baryonic acoustic feature which is stable within most
redshift and Mg cuts, as well as possible observational bias.
Larger surveys are underway to better measure this new holy
grail for cosmic distances. For example, the Baryon Oscillation
Spectroscopic Survey (BOSS) is estimated to map 1.5 million
LRGs in a much larger volume than the DR7, up to z ∼ 0.7
(Schlegel et al. 2009).

We measure the observed peak position sp to an accuracy of
∼3% based on a model constructed from our mock catalogs
results. The main source of this uncertainty is due to sample
variance, of the DR7-Dim subsample used. Fitting data to a
redshift-space, non-linear model, we also explain sensitivity of
determining the peak position to the range of data points used, as
well as shot noise. These systematics are shown to be less than
2σ of the sample variance, but should be considered when the
latter is reduced. Our result sp is in very good agreement with
that obtained by Hütsi (2006) who analyzed the wavelength of
the Baryonic Acoustic Oscillations in the power spectrum of the
SDSS LRGs of DR4.

We use our measurement of sp to determine the ratio rs/DV

(Section 4.6). Our result agrees very well with that obtained by
Percival et al. (2009) who analyze the oscillations in the power
spectrum and quote results at a very similar redshift. Note that
we use shape information in the correlation function and do
not marginalize over cosmological parameters, but rather test
consistency of one fiducial cosmology. However, our result does
not have tighter constraints than that obtained by their study.
This is at least partially due to our examination of a smaller
volume (z < 0.36) to better control systematics (which we test
for). It also might be due to our mock catalog uncertainties being

Figure 12. ξ (sc) = 0: here, we show all 160 DR7-Dim mock realizations. Those
with a crossover point sc (crossover marked in vertical green lines) are blue solid
lines, and the ∼6% without are in thick red. The mean value is the solid white
line, and its sc ∼ 140 h−1 Mpc is indicated by the vertical orange line. In the
inset, we show a histogram of all sc values, where the dotted orange line is the
mean value.

larger than the lognormal approximation used in Percival et al.
(2009) or a difference in the range of scales used, among other
things (see Sánchez et al. 2008 for a comparison of the relative
performance of ξ and P(k) estimates).

Regarding claims of the absence of anti-correlations at the
largest scales (Labini et al. 2009; DR7), we point out that the
mock realizations show a large variety of crossover values rc
from positive to negative correlations. In Figure 12, we show
all 160 DR7-Dim mocks. Their crossover points are indicated
by short green lines, and that of the mean (white line) by the
orange line at ∼140 h−1 Mpc. We find ∼6% (9) of the mocks
do not crossover before 200 h−1 Mpc, but this value should not
be taken too seriously as it increases with wider binning, which
causes less noisy results and fewer crossovers. A similar result
was shown to us by E. Gaztañaga for DR6 mock catalogs. The rc
values (or sc as we measure in redshift space) are summarized in
the histogram in the inset, showing a wide variety of crossovers
between [120, 160] h−1 Mpc and even some around 80 h−1 Mpc.
We comment that the crossovers are defined as the first time
the ξ crosses through the zero value, and we do not account
for returns to positive values. Though having different bias in
clustering in respect to matter, galaxies should have the same
crossover point between correlation and anti-correlation. We
conclude that sample uncertainties still dominate our ability to
perform such a test for determining rc.

6. SUMMARY AND CONCLUSIONS

Data sets later than DR3 yield a broader baryonic acoustic
peak and stronger large-scale clustering signal than measured
by Eisenstein et al. (2005). In this paper, we have demonstrated
the following.

1. Differences between DR3 and DR7 results are not due to
known systematic uncertainties in data analysis. Applying
the same methods in the DR7 analysis, we reproduce the

Kazin et al. (2010)
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Reconstruction - sharpening the 
baryonic acoustic feature

Results can be *substantially* improved 
by reducing non-linear effects

Mock catalogs are essential to test systematics
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Damping of the Baryonic Acoustic Feature
Cosmological implications of the BOSS-CMASS clustering wedges 7

which mimics the Finger-of-God effect corresponding to the
assumption of an exponential galaxy velocity distribution
function (Park et al. 1994; Cole et al. 1995).

The solid lines in Figure 3 correspond to the multipoles
ξ!(s) obtained using the parametrization of equation (10),
where the free parameters in the model have been fitted for.
These give an accurate description of the full shape of the
mean monopole and quadrupole from our mock catalogues
on large scales. On the other hand, while the shape of the
mean hexadecapole from the mock catalogues is well de-
scribed by the linear theory prediction, the results obtained
from the parametrization of equation (10) only reproduce
these measurements for scales larger than 80h−1Mpc. These
differences indicate the limitations of this model to describe
the shape of the full anisotropic power spectrum P (µ, k).
However, as we will see in Section 3.3, despite the simplicity
of this recipe, its use as the basis of the modelling of the
clustering wedges can provide unbiased cosmological con-
straints even for surveys probing volumes much larger than
the SDSS-DR9 CMASS sample.

The monopole-quadrupole pair contains most of the in-
formation in the full µ−s plane. This can be seen in Figure 2,
where the dashed lines correspond to the contours of ξ(µ, s)
obtained by considering only the non-linear monopole and
quadrupole terms of the multipole expansion of equation (5).
These show a good agreement with the full measurement, de-
scribing most of its features. This in turn suggests that the
monopole-quadrupole pair may contain the most relevant
information for the description of the clustering wedges, a
fact that we will exploit in the following section to construct
a model for them.

3.2 From ξ(µ, s) to the clustering wedges

Figure 4 shows the mean clustering wedges ξ⊥(s) (panel a)
and ξ‖(s) (panel b) from our mock catalogues, rescaled by
(s/rs)

2.5. The variance from the individual realizations is
shown by the shaded region. The anisotropic clustering pat-
tern generated by redshift-space distortions leads to signifi-
cant differences in the amplitude and shape of the two clus-
tering wedges, with ξ‖(s) showing a lower amplitude and a
stronger damping of the BAO peak than ξ⊥(s). Here we use
the description of the multipoles ξ!(s) of the previous sec-
tion to construct a model for the full shape of the clustering
wedges.

The multipoles description of ξ(µ, s) can be used to
compute the clustering wedges ξ⊥(s) and ξ‖(s). Discarding
contributions from multipoles with " > 4, equation (1) im-
plies that (Kazin et al. 2012)

ξ⊥(s) = ξ0(s)−
3
8
ξ2(s) +

15
128

ξ4(s), (13)

ξ‖(s) = ξ0(s) +
3
8
ξ2(s)−

15
128

ξ4(s). (14)

This means that the contribution from ξ4(s) to the final
clustering wedges is small and can be safely neglected.

The dashed lines in Figure 4 correspond to the linear
theory predictions for ξ‖(s) and ξ⊥(s). These are obtained
using the multipoles ξ!(s) in equations (13) and (14). Non-
linear evolution causes the shape of the clustering wedges
to deviate from these predictions, with the most notable
differences at the scales of the BAO peak. The extraction

Figure 4. The points represent the mean clustering wedges ξ⊥(s)
(panel a) and ξ‖(s) (panel b) from our ensemble of mock cata-
logues, rescaled by (s/rs)2.5. The shaded regions correspond to
the variance from the different realizations. The dashed lines rep-
resent the predictions of linear perturbation theory, while the
solid lines correspond to the clustering wedges obtained from the
parametrization of the non-linear power spectrum given in equa-
tion (10).

of unbiased cosmological information out of a measurement
of the clustering wedges requires an accurate modelling of
these distortions.

The solid lines in Figure 4 show the predictions for ξ⊥(s)
and ξ‖(s) obtained from equations (13) and (14) by consider-
ing the contributions from the multipoles ξ!(s) with " ! 2 in-
ferred from our model of the non-linear redshift-space power
spectrum (equation 10). This simple recipe gives an accurate
description of the full shape of the two clustering wedges,
implying that the monopole-quadrupole pair contain the
most relevant information required to describe these mea-
surements.

3.3 Measuring H(z) and DA(z) from the clustering

wedges

As shown in Figure 4, the model presented in Section 3.1
gives an accurate description of the full shape of the mean
clustering wedges from our ensemble of mock catalogues.
Here we test the ability of this model to recover unbiased
cosmological constraints from these measurements. We do
this by analysing the effect of the fiducial cosmology on ξ⊥(s)
and ξ‖(s).

As described in Section 2.1, the measurement of the
clustering wedges requires the assumption of a fiducial cos-
mology to map the observed redshifts into distances. This
choice has a significant effect on the obtained results. Differ-
ent fiducial cosmologies will lead to a rescaling of the compo-
nents parallel and perpendicular to the line-of-sight, s‖ and
s⊥, of the separation vector s (Padmanabhan & White 2008;

c© 0000 RAS, MNRAS 000, 000–000
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Reconstruction Technique
A 2% Distance to z = 0.35 : Methods and Data 3

Figure 1. A pictoral explanation of how density-field reconstruction can improve the acoustic scale measurement. In each panel, we

show a thin slice of a simulated cosmological density field. (top left) In the early universe, the initial densities are very smooth. We mark

the acoustic feature with a ring of 150 Mpc radius from the central points. A Gaussian with the same rms width as the radial distribution

of the black points from the centroid of the blue points is shown in the inset. (top right) We evolve the particles to the present day, here

by the Zel’dovich approximation (Zel’dovich 1970). The red circle shows the initial radius of the ring, centered on the current centroid of

the blue points. The large-scale velocity field has caused the black points to spread out; this causes the acoustic feature to be broader.

The inset shows the current rms radius of the black points relative to the centroid of the blue points (solid line) compared to the initial

rms (dashed line). (bottom left) As before, but overplotted with the Lagrangian displacement field, smoothed by a 10h−1
Mpc Gaussian

filter. The concept of reconstruction is to estimate this displacement field from the final density field and then move the particles back

to their initial positions. (bottom right) We displace the present-day position of the particles by the opposite of the displacement field

in the previous panel. Because of the smoothing of the displacement field, the result is not uniform. However, the acoustic ring has

been moved substantially closer to the red circle. The inset shows that the new rms radius of the black points (solid), compared to the

initial width (long-dashed) and the uncorrected present-day width (short-dashed). The narrower peak will make it easier to measure the

acoustic scale. Note that the algorithm applied to the data is more complex than was just described, but this figure illustrates the basic

opportunity of reconstruction.

steps of this algorithm below and discuss details specific to

our implementation in subsequent subsections.

(i) Estimate the unreconstructed power spectrum P (k) or
correlation function ξ(r).

(ii) Estimate the galaxy bias b and the linear growth rate,

f ≡ d lnD/d ln a ∼Ω0.55
M (Carroll et al. 1992; Linder 2005),

where D(a) is the linear growth function as a function of

scale factor a and ΩM is the matter density relative to the

critical density.

(iii) Embed the survey into a larger volume, chosen such

that the boundaries of this larger volume are sufficiently

separated from the survey.

(iv) Gaussian smooth the density field.

(v) Generate a constrained Gaussian realization that

matches the observed density and interpolates over masked

and unobserved regions (§2.3).

(vi) Estimate the displacement field Ψ within the

Zel’dovich approximation (§2.4).

(vii) Shift the galaxies by −Ψ. Since linear redshift-

space distortions arise from the same velocity field, we shift

the galaxies by an additional −f(Ψ · ŝ)ŝ (where ŝ is the

radial direction). In the limit of linear theory (i.e. large

scales), this term exactly removes redshift-space distortions

(Kaiser 1987; Hamilton 1998; Scoccimarro 2004). Denote

these points by D.

(viii) Construct a sample of points randomly distributed

according to the angular and radial selection function and

shift them by −Ψ. Note that we do not correct these for

redshift-space distortions. Denote these points by S.

c� 0000 RAS, MNRAS 000, 000–000
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Reconstruction on simulations
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Reconstruction Technique:  WiggleZ
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Reconstruction Technique:  WiggleZ
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Reconstructed WiggleZ yields
substantial improvements

To appreciate these improved results,  
we need to test mock realizations!

The distance measure to 0.7 should 
improve from ~6% to sub 3%!!

before

after
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BOSS Results: pre- Reconstruction Data

(arXiv 1303.4391)
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BOSS Results: post-Reconstruction Data

(arXiv 1303.4391)
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DR9 H(z), DA(z) expectations pre -Rec 
from mock catalogs

Figure 8. Pre-reconstruction distributions of (Hrs)fid/(Hrs) and (DA/rs)/(DA/rs)fid modes and their uncertainties of the
mock PTHalos using the RPT ξ||, ξ⊥. The uncertainties are half the 68% CL region of the marginalized likelihood function
(68CLr). The top two plots show the mode measurements against the uncertainties and the bottom two show correlations of
the same information reorganized according to the labeling. In each panel are results of all 600 mock realizations, where the
grey dots are the ≥ 3σ subsample (462 realizations), and blue for the complementary < 3σ subsample. The cross-correlation
coefficient in each panel is indicated by r. All numerical results reflect median and scatter values of the ≥ 3σ subsample. In
the bottom left plot we emphasize the constant α and ε lines, as indicated. In the bottom right plot we mark the DR9-CMASS
uncertainty measurement. For plotting purposes we apply a prior of |ε| < 0.15.
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Synthetic Universes for Future Surveys Workshop, March 22nd 2013 Eyal KazinFigure 9. Post-reconstruction distributions of (Hrs)fid/(Hrs) and (DA/rs)/(DA/rs)fid modes and their uncertainties of the
mock PTHalos using the RPT ξ||, ξ⊥. The uncertainties are half the 68% CL region of the marginalized likelihood function
(68CLr). The top two plots show the mode measurements against the uncertainties and the bottom two show correlations of
the same information reorganized according to the labeling. In each panel are results of all 600 mock realizations, where the
grey dots are the ≥ 3σ subsample (462 realizations), and blue for the complementary < 3σ subsample. The cross-correlation
coefficient in each panel is indicated by r. All numerical results reflect median and scatter values of the ≥ 3σ subsample. In
the bottom left plot we emphasize the constant α and ε lines, as indicated. In the bottom right plot we mark the DR9-CMASS
uncertainty measurement. For plotting purposes we apply a prior of |ε| < 0.15.
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On average, Reconstruction improves constraints by 30%
24Wednesday, March 27, 2013



Synthetic Universes for Future Surveys Workshop, March 22nd 2013 Eyal Kazin

Techniques to improve cost effectiveness 
of many mocks for LSS analysis

(talk to Jun Koda for details!)

PTHalos (Manera et al.): 
Works fine for high mass galaxies, 
but not so well for low mass galaxies 

COLA- COmoving Lagrangian Acceleration
(Tassev, Zaldarriaga, Eisenstein): 
Trades small scale accuracy for speed without 
sacrificing large-scale accuracy
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from: 
WMAP9, +(BOSS isotropic)
+BOSS anisotropic, +
SN & other LSS isotropic

14 A.G. Sánchez et al.

Figure 9. The marginalized 68 and 95 per cent CL in the Ωm–
wDE plane for the ΛCDM parameter set extended by including
the redshift-independent value of wDE as an additional parame-
ter. The different sets of contours correspond to the results ob-
tained using the CMB-only (long-dashed lines), the CMB+ξ0(s)
combination (short-dashed lines), the CMB+(ξ⊥(s), ξ‖(s)) (solid
lines), and when this information is combined with our BAO and
SN datasets (dot-dashed lines). The dotted line corresponds to
the ΛCDM model value of wDE = −1.

constraints. In this case we obtain Ωm = 0.299 ± 0.028 and
wDE = −0.93 ± 0.11. These results, which are consistent
with a cosmological constant at a one σ level, represent a
reduction of the allowed range of these parameters by a fac-
tor two with respect to the ones obtained by means of the
CMB+ξ0(s) combination.

Using the consensus anisotropic BAO measurements
from the CMASS clustering wedges and multipoles, Abalone
et al. (2013) found a constraint of wDE = −0.90±0.22, quite
similar to the results obtained using the isotropic BAO re-
sults of Anderson et al. (2012). The comparison of this re-
sult with the ones from the CMB+(ξ⊥(s), ξ‖(s)) combina-
tion highlights the importance of using information from the
full shape of the anisotropic clustering measurements to in-
crease the information extracted from galaxy surveys. As we
will see in Section 5.2.4, this extra information is degraded
when f(zm) is treated as a free parameter.

Our results are in excellent agreement with those
derived from the full shape of the CMASS monopole-
quadrupole pair in our companion paper Chuang et al.
(2013), who find wDE = −0.94 ± 0.13. Samushia et al.
(2013) obtained the constraints Ωm = 0.313 ± 0.017 and
wDE = −0.87±0.05 from the combination of the anisotropic
clustering measurements of Reid et al. (2012) and WMAP7
data. By including smaller scales than in our analysis, with
a different binning scheme, and imposing a stronger prior
on the finger-of-god parameter σv, Reid et al. (2012) found
slightly different, but consistent, geometrical constraints.
These values cut the CMB-only degeneracy in a different
region than our results, corresponding to slightly higher val-
ues or wDE, with a smaller allowed range for this parameter.

Figure 10. The marginalized constraints in the wDE–Ωk plane
for the ΛCDM parameter set extended by allowing for simultane-
ous variations on both of these parameters. The contours corre-
spond to the 68 and 95 per cent CL derived from the combination
of CMB data with the CMASS monopole (dashed lines), the CMB
plus the clustering wedges (solid lines), and when the additional
BAO and SN datasets are added to the later combination (dot-
dashed lines). The dotted lines correspond to the values of these
parameters in the ΛCDM model.

Our final constraints, obtained by including the ad-
ditional BAO and SN data in the analysis, are shown by
the dot-dashed lines in Fig. 9, corresponding to Ωm =
0.283 ± 0.012 and wDE = −1.013 ± 0.064. This result is in
excellent agreement with the standard ΛCDM model value
of wDE = −1, indicated by a dotted line in Fig.9.

5.2.2 Dark energy and curvature

When the dark energy equation of state parameter and Ωk

are varied simultaneously, the geometric degeneracy seen in
the CMB-only results of Figs. 7 and 9 gains an extra degree
of freedom, leading to poor constraints on both of these pa-
rameters. For this reason, the flatness hypothesis has strong
implications on the derived constraints on the dark energy
equation of state. In this section we explore how the con-
straints on wDE are degraded if this assumption is relaxed.

The dashed lines in Fig. 10 show the two-dimensional
marginalized constraints in the Ωk–wDE plane obtained by
combining our CMB dataset with the CMASS monopole.
The information encoded in ξ0(s) reduces the two-
dimensional degeneracy obtained from the CMB data to
an approximately one-dimensional degeneracy, which allows
for values of wDE significantly different from the ΛCDM
one, with wDE = −0.96+0.29

−0.28. The solid contours in Fig. 10
correspond to the results obtained when the CMB data is
combined with the CMASS clustering wedges. This dataset
is much more efficient at breaking the degeneracy ob-
tained from the CMB results, leading to a significant re-
duction of the allowed region of this parameter space, with
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Figure 9. The marginalized 68 and 95 per cent CL in the Ωm–
wDE plane for the ΛCDM parameter set extended by including
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ter. The different sets of contours correspond to the results ob-
tained using the CMB-only (long-dashed lines), the CMB+ξ0(s)
combination (short-dashed lines), the CMB+(ξ⊥(s), ξ‖(s)) (solid
lines), and when this information is combined with our BAO and
SN datasets (dot-dashed lines). The dotted line corresponds to
the ΛCDM model value of wDE = −1.

constraints. In this case we obtain Ωm = 0.299 ± 0.028 and
wDE = −0.93 ± 0.11. These results, which are consistent
with a cosmological constant at a one σ level, represent a
reduction of the allowed range of these parameters by a fac-
tor two with respect to the ones obtained by means of the
CMB+ξ0(s) combination.

Using the consensus anisotropic BAO measurements
from the CMASS clustering wedges and multipoles, Abalone
et al. (2013) found a constraint of wDE = −0.90±0.22, quite
similar to the results obtained using the isotropic BAO re-
sults of Anderson et al. (2012). The comparison of this re-
sult with the ones from the CMB+(ξ⊥(s), ξ‖(s)) combina-
tion highlights the importance of using information from the
full shape of the anisotropic clustering measurements to in-
crease the information extracted from galaxy surveys. As we
will see in Section 5.2.4, this extra information is degraded
when f(zm) is treated as a free parameter.

Our results are in excellent agreement with those
derived from the full shape of the CMASS monopole-
quadrupole pair in our companion paper Chuang et al.
(2013), who find wDE = −0.94 ± 0.13. Samushia et al.
(2013) obtained the constraints Ωm = 0.313 ± 0.017 and
wDE = −0.87±0.05 from the combination of the anisotropic
clustering measurements of Reid et al. (2012) and WMAP7
data. By including smaller scales than in our analysis, with
a different binning scheme, and imposing a stronger prior
on the finger-of-god parameter σv, Reid et al. (2012) found
slightly different, but consistent, geometrical constraints.
These values cut the CMB-only degeneracy in a different
region than our results, corresponding to slightly higher val-
ues or wDE, with a smaller allowed range for this parameter.

Figure 10. The marginalized constraints in the wDE–Ωk plane
for the ΛCDM parameter set extended by allowing for simultane-
ous variations on both of these parameters. The contours corre-
spond to the 68 and 95 per cent CL derived from the combination
of CMB data with the CMASS monopole (dashed lines), the CMB
plus the clustering wedges (solid lines), and when the additional
BAO and SN datasets are added to the later combination (dot-
dashed lines). The dotted lines correspond to the values of these
parameters in the ΛCDM model.

Our final constraints, obtained by including the ad-
ditional BAO and SN data in the analysis, are shown by
the dot-dashed lines in Fig. 9, corresponding to Ωm =
0.283 ± 0.012 and wDE = −1.013 ± 0.064. This result is in
excellent agreement with the standard ΛCDM model value
of wDE = −1, indicated by a dotted line in Fig.9.

5.2.2 Dark energy and curvature

When the dark energy equation of state parameter and Ωk

are varied simultaneously, the geometric degeneracy seen in
the CMB-only results of Figs. 7 and 9 gains an extra degree
of freedom, leading to poor constraints on both of these pa-
rameters. For this reason, the flatness hypothesis has strong
implications on the derived constraints on the dark energy
equation of state. In this section we explore how the con-
straints on wDE are degraded if this assumption is relaxed.

The dashed lines in Fig. 10 show the two-dimensional
marginalized constraints in the Ωk–wDE plane obtained by
combining our CMB dataset with the CMASS monopole.
The information encoded in ξ0(s) reduces the two-
dimensional degeneracy obtained from the CMB data to
an approximately one-dimensional degeneracy, which allows
for values of wDE significantly different from the ΛCDM
one, with wDE = −0.96+0.29

−0.28. The solid contours in Fig. 10
correspond to the results obtained when the CMB data is
combined with the CMASS clustering wedges. This dataset
is much more efficient at breaking the degeneracy ob-
tained from the CMB results, leading to a significant re-
duction of the allowed region of this parameter space, with
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Figure 9. The marginalized 68 and 95 per cent CL in the Ωm–
wDE plane for the ΛCDM parameter set extended by including
the redshift-independent value of wDE as an additional parame-
ter. The different sets of contours correspond to the results ob-
tained using the CMB-only (long-dashed lines), the CMB+ξ0(s)
combination (short-dashed lines), the CMB+(ξ⊥(s), ξ‖(s)) (solid
lines), and when this information is combined with our BAO and
SN datasets (dot-dashed lines). The dotted line corresponds to
the ΛCDM model value of wDE = −1.

constraints. In this case we obtain Ωm = 0.299 ± 0.028 and
wDE = −0.93 ± 0.11. These results, which are consistent
with a cosmological constant at a one σ level, represent a
reduction of the allowed range of these parameters by a fac-
tor two with respect to the ones obtained by means of the
CMB+ξ0(s) combination.

Using the consensus anisotropic BAO measurements
from the CMASS clustering wedges and multipoles, Abalone
et al. (2013) found a constraint of wDE = −0.90±0.22, quite
similar to the results obtained using the isotropic BAO re-
sults of Anderson et al. (2012). The comparison of this re-
sult with the ones from the CMB+(ξ⊥(s), ξ‖(s)) combina-
tion highlights the importance of using information from the
full shape of the anisotropic clustering measurements to in-
crease the information extracted from galaxy surveys. As we
will see in Section 5.2.4, this extra information is degraded
when f(zm) is treated as a free parameter.

Our results are in excellent agreement with those
derived from the full shape of the CMASS monopole-
quadrupole pair in our companion paper Chuang et al.
(2013), who find wDE = −0.94 ± 0.13. Samushia et al.
(2013) obtained the constraints Ωm = 0.313 ± 0.017 and
wDE = −0.87±0.05 from the combination of the anisotropic
clustering measurements of Reid et al. (2012) and WMAP7
data. By including smaller scales than in our analysis, with
a different binning scheme, and imposing a stronger prior
on the finger-of-god parameter σv, Reid et al. (2012) found
slightly different, but consistent, geometrical constraints.
These values cut the CMB-only degeneracy in a different
region than our results, corresponding to slightly higher val-
ues or wDE, with a smaller allowed range for this parameter.

Figure 10. The marginalized constraints in the wDE–Ωk plane
for the ΛCDM parameter set extended by allowing for simultane-
ous variations on both of these parameters. The contours corre-
spond to the 68 and 95 per cent CL derived from the combination
of CMB data with the CMASS monopole (dashed lines), the CMB
plus the clustering wedges (solid lines), and when the additional
BAO and SN datasets are added to the later combination (dot-
dashed lines). The dotted lines correspond to the values of these
parameters in the ΛCDM model.

Our final constraints, obtained by including the ad-
ditional BAO and SN data in the analysis, are shown by
the dot-dashed lines in Fig. 9, corresponding to Ωm =
0.283 ± 0.012 and wDE = −1.013 ± 0.064. This result is in
excellent agreement with the standard ΛCDM model value
of wDE = −1, indicated by a dotted line in Fig.9.

5.2.2 Dark energy and curvature

When the dark energy equation of state parameter and Ωk

are varied simultaneously, the geometric degeneracy seen in
the CMB-only results of Figs. 7 and 9 gains an extra degree
of freedom, leading to poor constraints on both of these pa-
rameters. For this reason, the flatness hypothesis has strong
implications on the derived constraints on the dark energy
equation of state. In this section we explore how the con-
straints on wDE are degraded if this assumption is relaxed.

The dashed lines in Fig. 10 show the two-dimensional
marginalized constraints in the Ωk–wDE plane obtained by
combining our CMB dataset with the CMASS monopole.
The information encoded in ξ0(s) reduces the two-
dimensional degeneracy obtained from the CMB data to
an approximately one-dimensional degeneracy, which allows
for values of wDE significantly different from the ΛCDM
one, with wDE = −0.96+0.29

−0.28. The solid contours in Fig. 10
correspond to the results obtained when the CMB data is
combined with the CMASS clustering wedges. This dataset
is much more efficient at breaking the degeneracy ob-
tained from the CMB results, leading to a significant re-
duction of the allowed region of this parameter space, with
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Figure 9. The marginalized 68 and 95 per cent CL in the Ωm–
wDE plane for the ΛCDM parameter set extended by including
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Summary

Take aways: 
•Many (hundreds) of >1Gpc3 mock realizations are essential for 
analysis and interpretation of LSS measurements
• In particular they yield invaluable insights to cosmic variance and 
performance of the reconstruction of the BA feature technique.
•When planning a survey, ensure resources for dedicated people 
to prepare simulated data.

What the (LSS) end users require:
•>1Gpc3 mock realizations which
•cover various cosmologies (i.e, fNL and other exotic models)
•within a cosmology vary parameter values
•scores in each (for Cij, examination of cosmic variance and reconstruction)
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