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Talk Outline

1.   Stellar Masses of Galaxies at z~7

II.  UV Colors of Star Forming Galaxies at z~4-7:
What is their dependence on luminosity/mass ?

What is the likely physical cause?

III.  Does the faint-end slope of galaxies evolve at 
early times?  What impact does this have on 

reionization?

IV.  Deeper Reduction of HUDF optical + 
near-IR Data Available



What can we learn about the stellar masses of 
galaxies at z~7?
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Old ages, large masses Young/bursty galaxies

Quantifying the Stellar Masses at z~7 is 
Challenging, since Light from Old Stars has 

essentially effect on rest-frame optical light seen 
with Spitzer/IRAC, as light from nebular emission 
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Quantifying Stellar Masses at z~7 is Important 
since it helps us understand the rate at which 

galaxies are growing!
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TABLE 2
Current Estimates of the mean Specific Star Formation Rate for z ∼ 4–6 Galaxies

z ∼ 4 z ∼ 5 z ∼ 6

Model Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1)

Mstellar = 5× 109 M"

CSF no emission lines 54 2 0.50(±0.05) 18 0 0.57(±0.08) 73 3 0.42(±0.04)
CSF with emission lines 51 2 0.55(±0.05) 15 0 0.60(±0.06) 48 5 0.54(±0.05)
RSF no emission lines 67 0 0.49(±0.03) 21 0 0.48(±0.04) 78 4 0.60(±0.03)
RSF with emission lines 68 0 0.51(±0.03) 19 0 0.50(±0.04) 71 5 0.65(±0.04)

Mstellar = 1× 109 M"

CSF no emission lines 99 6 0.60(±0.04) 32 4 0.66(±0.07) 57 13 0.79(±0.08)
CSF with emission lines 100 6 0.61(±0.04) 35 4 0.68(±0.07) 85 18 0.80(±0.06)
RSF no emission lines 117 2 0.58(±0.03) 36 2 0.67(±0.06) 74 2 0.61(±0.04)
RSF with emission lines 117 2 0.61(±0.03) 40 2 0.73(±0.07) 81 3 0.73(±0.05)

Note. — Mean values of the estimated log10(sSFR/Gyr−1) for our samples using different model assumptions. The sSFR was estimated
for two stellar mass bins centered at log10(Mstellar/M") = 9.7 and 9.0. The width of each bin is ±0.3 dex. The Nbin column indicates
how many sources fall in each bin at each redshift for a given model. Extreme values of the sSFR (∼ 100 Gyr−1, which correspond to
minimum age models) were rejected before taking the mean. This latter choice does not make a significant difference (see Figure 8).

Fig. 9.— The mean specific SFR as a function of redshift for galaxies with estimated stellar masses log10(Mstellar/M") = 9.4–10,
corresponding to our 5 × 109 M" bin. The values at z < 4 are taken from the literature (Damen et al. 2009; Noeske et al. 2007; Daddi
et al. 2007; Reddy et al. 2012). The solid gray points correspond to previous reports from the literature at z ! 4 (Stark et al. 2009;
González et al. 2010) and the open gray points correspond to these values after a simple correction for dust extinction is made (Bouwens
et al. 2012). The blue crosses are from Stark et al. (2013). The the open hexagons at z ! 4 are the new results from our stellar population
modeling of the full rest-frame UV and optical SED. These results were derived assuming an exponentially rising SFH (RSF) and the
average emission line flux is subtracted based on the maximal model described in Section 3.4. The dust reddening was derived using
the Meurer et al. (1999) relation and the measured UV slopes, β. The error bars correspond to random errors. Our estimate of the
systematic error, is given as well in the upper left corner. Our sSFR estimates depend weakly on the modeling assumptions (see Figure
8). The differences between our results and those of Stark et al. (2013) arise from them using UV-luminosity-binned averages versus our
mass-binned averages (see Section 5.2 and the Appendix for details). A weighted best fit of our measured sSFR as a function of redshift at
z > 2 is: log(sSFR(z)) = −0.1(±0.1) + 1.0(±0.1) log(1 + z) (which incorporates the values derived at z ∼ 2 by Daddi et al. 2007, z ∼ 2–3
by Reddy et al. 2012, and the z ! 4 from this work). The derived dependence of the sSFR on redshift is much weaker than that observed
at z < 2 and that expected from the theoretical expectations at z > 2 (e.g., Neistein & Dekel 2008, dashed line).

5.2. Comparison to Stark et al. (2013)

In a recent study Stark et al. (2013) explores the ef-
fects of that rest-frame optical emission lines have on the
stellar masses and sSFR derived through SED fitting at
z ! 4. Their analysis is similar in many regards to the
one presented here but they find a sSFR evolution that is
much faster with redshift, in agreement with theoretical

expectations. As we discuss below, it appears that the
reason for this difference is that our consideration of the
effect of the M/L scatter turns out to play an important
role.
Even though the SED modeling assumptions used in

Stark et al. (2013) are very similar to the ones we have
used, the way in which the average sSFR is determined at
a given redshift causes important differences in the con-

Knowing whether sources at z~7 are dominated by 
(1) stellar continuum or (2) emission lines at rest-
frame optical wavelengths is essential for knowing

whether sSFR is significantly higher at z>4 as 
predicted by theory

Gonzalez et al. 2013; Stark et al. 2013; Tilvi et al. 2013; de Barros et al. 2013
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Fig. 9.— Left: Evolution in the specific star formation rate (sSFR). Our new measurements include stellar masses corrected for
nebular emission line contamination. The solid red circles at z > 4 show values derived assuming the nebular line EW distribution at
4 < z < 7 remains identical to that derived at 3.8 < z < 5.0 (Figure 5). The solid squares correspond to values obtained when an
evolving nebular line EW distribution is adopted. The error bars show the assumed scatter about the mean sSFR taken from Reddy et al.
(2012). Right: Comparison of observed sSFR to contemporary theoretical models. The solid lines show the sSFR evolution predicted from
cosmological simulations discussed in Davé et al. (2011), with the blue line corresponding to their ”slow wind” model and the light green
line corresponding to the momentum driven wind ”vzw” model. These models provide adequate fits at the highest redshifts (z > 5) but
undershoot the observed values at z ! 2− 4.

We now examine a second issue which pushes the sSFR
in the opposite direction. In particular, we examine how
scatter (and perhaps systematic offsets) in the conversion
between dust-corrected LUV and SFR affect our sSFR de-
termination. The conversion between UV luminosity and
SFR that we use is valid for galaxies with model ages in
excess of 100 Myr. Above this age, the conversion fac-
tor changes little for an assumed constant star formation
history. But below 100 Myr, a larger SFR is required
to produce a fixed LUV (see Figure 25 of Reddy et al.
2012). For example, a galaxy with model age of 10 Myr
requires a 1.8× larger SFR to reproduce the same LUV as
a galaxy with 100 Myr. With the reduced ages implied by
the nebular corrections, it seems likely that such young
systems are present in z ∼

> 4 dropout samples. Inclusion
of dispersion in the model ages will preferentially shift
the median SFR to larger values, resulting in somewhat
larger sSFR. Furthermore, it is of course conceivable, if
not likely, that such young systems will become more
common both at higher redshift, requiring a systematic
shift toward higher sSFR at earlier times.
We now turn to the derived sSFR evolution, which is

shown in Figure 9a. First, ignoring the effect of neb-
ular emission and the scatter discussed above, we find
that the sSFR actually decreases marginally with red-
shift over 4 < z < 7, similar to the findings of Bouwens
et al. (2012b). This is driven largely by the redshift-
dependence of the UV continuum slope β versus MUV
relationship. Galaxies at higher redshifts have bluer UV
continuua (e.g., Bouwens et al. 2012b, Finkelstein et
al. 2012), reducing the dust-corrected SFR for a given
MUV. Considering the fixed M!/LUV ratios assumed in
previous studies (e.g., Stark et al. 2009, Gonzalez et
al. 2010), it is straightforward to understand this result.
As we have discussed above, without nebular corrections,
the data actually support a mild increase in the M!/LUV

ratios with increasing redshift at z ∼
> 4 (Figure 7); if the

M!/LUV ratios weren’t held fixed (and nebular emission
not considered), one would have derived a more rapid
decrease in sSFR at z > 4.
Incorporating our corrections for nebular emission re-

duces the M!/LUV ratios in the z # 5− 7 LBG samples,
increasing the sSFR in this redshift range. If the nebular
line EW distribution at z ∼

> 5 is similar to that seen in
Figure 5b, we find that the sSFR of galaxies with fixed
stellar mass begins to show evidence for positive evolu-
tion with redshift, with the z # 7 value (9.6 Gyr−1) 4×
larger than that at z # 2. This can be viewed as a con-
servative estimate of the sSFR evolution. As we have ar-
gued, however, it more likely that the equivalent width
of Hα and [OIII] increase in strength with redshift at
z ∼
> 4, consistent with the evolution seen at intermediate

redshift (Fumagalli et al. 2012). Under these assump-
tions, the derived sSFR shows greater redshift evolution,
with the z # 7 sSFR (14 Gyr−1) roughly 6 × greater
than that at z # 2 (Reddy et al. 2012). While intrinsic
scatter in the M!/LUV ratios might bring these numbers
down somewhat (perhaps explaining the excess seen at
z # 4), this is likely counteracted somewhat by scatter
and/or systematic evolution in the SFR/LUV ratios and
possibly a shift toward reduced scatter in the M!/LUV
ratios at higher redshifts.
To summarize, with the new dust corrections (Bouwens

et al. 2012b) and adjustments for nebular emission con-
tamination, we now find evidence for a power law in-
crease in the sSFR at z ∼

> 2 that is much more consistent
with theoretical expectations than previous observations
indicated. Both the absolute values and rate of increase
of the sSFR we derive at z ∼

> 5 are very similar to those
predicted in the simulations of Davé et al. (2011a). In-
triguingly the sSFR at 2 < z < 4 still remains moder-

?

? from Stark et al. 2013

Stark et al. 2013



Require Clean Measurement of Stellar 
Continuum Light in z~7 Galaxies

Fortunately Possible with IRAC Camera on the 
Spitzer Space Telescope
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Clean Measurements of Stellar Continuum Possible in Select 
Redshift Windows Where There are No Strong Nebular Lines

Renske Smit

[4.5]-band clean at z~6.8, 
while [3.6] is contaminated 

by [OIII]+Hβ

One such window is at z~6.8

Spitzer 
Space 

Telescope
IRAC Bands
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We select a sample at z~6.6-7.0 with muv < 26 
mag

[3.6] and [4.5] Spitzer/IRAC bands measured 
with (relatively) high S/N 

Good estimates of photometric redshift

To take advantage of this window to characterize the 
stellar populations of z~7 galaxies, we selected a 
sample of magnified galaxies behind clusters from 
the CLASH program and other programs.

Renske Smit
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What do the sources look like?  
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constraint. Photometric redshifts are determined using
the EAZY software (Brammer et al., 2008). We use all
16 HST filters to obtain good redshift determinations.
To avoid a bias of sources with a specific [3.6]-[4.5] color,
we do not use our Spitzer/IRAC photometry in the pho-
tometric redshift selection.

Figure 2 shows the impact of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
bottom panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources
in the redshift range zphot = 6.6 − 7.0, where we know
that both OIIIλ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and OIII where no significant
emission lines are present (see the bottom panel of figure
2).

2.3. IRAC Photometry

Photometry of sources in the available Spitzer/IRAC
data over our fields is challenging, due to blending with
nearby sources from the broad PSF. We therefore use the
automated cleaning procedure described in Labbé et al.
(2010a,b). In short, we use the high-spatial resolution
HST images as a template by which to model the po-
sitions and flux profiles of the foreground sources. The
flux profiles of individual sources are convolved to match
the IRAC PSF and then simultaneously fit to all sources
within a region of ∼13” around the source. Flux from all
the foreground galaxies is subtracted and aperture pho-
tometry is performed in 2.5-diameter circular apertures.
We apply an correction of a factor ∼2x, to account for the
flux outside of the aperture. Figure 1 showes the cleaned
IRAC images of our sample. Our photometric procedure
fails when contaminating sources are either too close or
too bright. Sources with badly subtracted neighbours
are excluded. In total, clean photometry is obtained for
75% of the sources in our final selection (excluding only
two sources behind MACS2129 and MACS1206).

3. RESULTS

Our search for LBGs in the redshift range z ∼ 6.6−7.0
behind 22 strong lensing clusters in the CLASH survey
results in 8 candidates. For 6 sources we obtain reason-
ably clean IRAC photometry, as shown in postage stamps
in fig. 1. The properties of the sources are summarized in
Table 1 and they range in magnitude from 24.3 to 25.7.

3.1. [3.6]-[4.5] color distribution and nebular emission
lines

Our selection of sources in the redshift range z ∼
6.6 − 7.0 provides us with the unique opportunity to
study the equivalent width of nebular emisison lines, due
to the contaminated [3.6] filter versus the contamination-
free [4.5] filter. Since most LBGs at high redshift exhibit
very flat continuum emission, we will make the simpify-
ing assumption that any observed [3.6]-[4.5] color is due
to emission line contamination.

In the bottom panel of figure 2 the dotted line shows
a prediction of observed optical color for a model of
strongly increasing rest-frame emission line equivalent
widths as a function of redshift (dotted line), with
EW(Hα) ∝ (1 + z)1.8Å as found by Fumagalli et al.

Fig. 2.— The impact of emission lines on the [3.6] and [4.5] band
fluxes and our strategy for deriving specific star formation rates and
Hα equivalent widths from our z ∼ 7 sample. Top panel: The red-
shift range over which strong nebular emission lines, Hα, Hβ, [OIII]
and [OII], will contaminate the [3.6] and [4.5] flux of galaxies. Mid-
dle panel: The expected [3.6]-[4.5] colors as a function of redshift
due to nebular emission lines. The solid and dotted lines show the
prediction assuming relatively low Hα EWs, i.e., EW(Hα)=100Å,
and assuming strong evolution, i.e., EW(Hα) ∝ (1+z)1.8Å, respec-
tively, similar to the models considered in Gonzalez et al. (2012)
and Stark et al. (2013). We select sources in the redshift range
zphot = 6.6 − 7.0, where OIIIλλ4959,5007 and Hβ are present in
[3.6], while [4.5] receives a contribution from no significant emis-
sion lines, falling exactly in between the Hα and OIII lines. The
red solid circles and 1 sigma upper limit show the observed col-
ors in our sample. We find that most [3.6]-[4.5] colors are blue,
falling in the range between our two models. A few sources exhibit
extremely blue rest-frame optical colors, with [3.6] − [4.5] ! −1,
indicating contamination of [OIII]+Hβ with an equivalent widths
greater than " 1300Å. Bottom panel: The observed HST+Spitzer
fluxes (black circles) and model spectral energy distribution (red)
for one z ∼ 7 candidate rxj1347Z-7362045151 that exhibits a very
blue [3.6]-[4.5] color. Because of the brightness of sources in our
samples and the many HST filters with deep observations in the
CLASH program, the photometric redshifts are very well deter-
mined. This is important for establishing that our selected sources
are likely in our desired redshift window.
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Fig. 1.— HST H160, Spitzer/iRAC [3.6], and [4.5] postage
stamp images (6.5” x 6.5”) of our sample of bright, highly-magnfied
z ∼ 6.6 − 7.0 galaxies behind clusters. The IRAC postage stamps
we shown have already been cleaned for contamination from neigh-
boring sources (Section 2.3). Though IRAC observations of high
redshift galaxies in cluster fields suffer from confusion, we should
nevertheless be able to obtain good photometry.

observations over these clusters. To place constraints on
the equivalent width of the optical emission lines and
establish a robust specific star formation rate, we select
bright LBGs in the redshift window z ∼ 6.6− 7.0, where
[4.5] is completely free of any emission lines.

This paper is organized as follows. In §2 we discuss
the data used and the selection of our sources. In §3 we
present the properties of our selected z ∼ 7 sample. We
discuss the constraints we can put on the EWs of Hα,
Hβ and OIII and the sSFR. We present a summary and

discussion of our results in §4.
Throughout this paper adopt a Salpeter IMF with

limits 0.1-100 M!. For ease of comparison with pre-
vious studies we take H0 = 70 km s−1 Mpc−1, Ωm =
0.3 and ΩΛ = 0.7. Magnitudes are quoted in the AB sys-
tem (Oke & Gunn, 1983)

2. OBSERVATIONS

2.1. Data

In selecting our small sample of bright, high-magnified
z ∼ 7 galaxies, we make use of the deep HST
observations available over the first 23 clusters in
the CLASH multi-cycle treasury program (GO 12101:
PI Postman). The cluster fields are each cov-
ered with 20-orbit HST observations spread over 16
bands using the Advanced Camera for Surveys (ACS:
B435, g475, V606, r625, i775, I814, and z850), Wide Field
Camera WFC3/UVIS (UV225, UV275, U336 and U390)
and WFC3/IR instrument (Y098, Y105, J110, J125, JH140

and H160). Individual bands in the deep imaging data
reach 5 sigma depths (0.4-diameter aperture) of 26.4-27.7
mag. Deep Spitzer/IRAC observations of our fields in the
[3.6] and [4.5] bands was also essential for our project and
was provided for by the ICLASH (GO #80168: Bouwens
et al. 2011) and Spitzer IRAC Lensing Survey program
(GO #60034: PI Egami). The typical exposure time per
cluster was 3.5 to 5 hours per band, allowing us to reach
26.5 mag at 1 sigma. Reductions of the IRAC observa-
tions used in this paper were performed with MOPEX
(Makovoz & Khan, 2005).

2.2. Photometry and Selection

To obtain accurate flux measurements we follow the
procedure described in Bouwens et al. (2012). In short,
we perform photometry in dual image mode using the
Source Extractor software (Bertin & Arnouts, 1996), us-
ing both fixed (0.6”-diameter) and scalable Kron aper-
tures. A detection image is constructed from every band
that is securely positioned redward of the Lyman break.
Photometry images are convolved with a kernel in order
to match all the sources to the PSF of the H160 band.

Our initial source selection relies on the Lyman break
technique (Steidel et al., 1999), with the requirement
that the source drops out in the I814 band. Specifically,
our requirements for z ∼ 6 − 7 sources are

(I814 − .... > ....) ∧ (J110 − JH140 < 0.45)

∧mH160
< 26

We also require sources to have either a non-detection
in the V606 band (< 2σ) or to have a very strong Ly-
man break, i.e. V606 − J125 > 2.5. Furthermore we
construct a χ2-statistic image for all ACS bands bluer
than r625 and require the source to be undetected in the
combined image. Similarly, we exclude sources that are
not detected at more than 8σ in a χ2-statistic image of
all bands redder than Y105, to ensure that there are no
spurious sources in our selection. Finally we require the
Source Extractor stellarity parameter in the J110 band to
be less than 0.92, to ensure our selection if free of point
sources.

In order to select sources in a specific redshift window
where we can measure clean rest-frame optical stellar
continuum, we add an additional photometric redshift

Here’s one:



Smit et al. 2013

What do other sources in sample look like?

Renske Smit

3

the Lyman break (i.e. Y105, J110, J125, JH140 and H160).
After PSF-matching the observations to the H160-band
PSF, colors are measured in Kron-like apertures and to-
tal magnitudes derived from 0.6”-diameter circular aper-
tures.

Our initial source selection is based on the Lyman-
break technique (Steidel et al., 1999), with the require-
ment that the source drops out in the I814 band. Specif-
ically, our requirements for z ∼ 6 − 7 sources are

(I814 − J110 > 0.7) ∧ (J110 − JH140 < 0.45).

For sources in the CLASH program we require H160 < 26
AB, while we select sources with H160 < 25 AB in all
other fields in order to obtain good photometric redshift
constraints for all our sources. We also require sources to
have either a non-detection in the V606 band (< 2σ) or to
have a very strong Lyman break, i.e. V606 − J125 > 2.5.
We require sources to be undetected in the χ2 image
we construct from the observations blueward of the r625
band. Finally we require the SExtractor stellarity pa-
rameter in the J110 band be less than 0.92 to ensure that
our selection is free of contamination by stars.

To identify those sources where we can obtain clean
rest-frame optical stellar continuum, we also require
that sources have a best-fit photometric redshift between
z = 6.6 and 7.0, as determined by the photometric red-
shift software EAZY (Brammer et al., 2008). All avail-
able HST photometry (i.e. 16 bands for CLASH-clusters)
is used in the redshift determinations. No use of the
Spitzer/IRAC photometry is made in the photometric
redshift determination to avoid coupling the selection of
our sources to the [3.6]-[4.5] colors we will later measure.

Figure 1 shows the influence of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
middle panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources in
the redshift range zphot = 6.6− 7.0, where we know that
both [OIII]λ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and [OIII] where no significant
emission lines are present (see for example the bottom
panel of Figure 1).

2.3. IRAC Photometry

Photometry of sources in the available Spitzer/IRAC
data over our fields is challenging, due to blending with
nearby sources from the broad PSF. We therefore use the
automated cleaning procedure described in Labbé et al.
(2010a,b). In short, we use the high-spatial resolution
HST images as a template by which to model the po-
sitions and flux profiles of the foreground sources. The
flux profiles of individual sources are convolved to match
the IRAC PSF and then simultaneously fit to all sources
within a region of ∼13” around the source. Flux from all
the foreground galaxies is subtracted and photometry is
performed in 2.5”-diameter circular apertures. We apply
a factor of ∼ 2 correction to account for the flux outside
of the aperture, based on the radial light profile of the
PSF. Figure 1 shows the cleaned IRAC images of our
sample. Our photometric procedure fails when contam-
inating sources are either too close or bright. Sources
with badly subtracted neighbours are excluded. In to-
tal, clean photometry is obtained for 75% of the sources

Fig. 2.— HST H160, Spitzer/IRAC [3.6], and [4.5] postage stamp
images (6.5” x 6.5”) of our sample of bright, magnified z ∼ 6.6−7.0
galaxies behind clusters. The IRAC postage stamps have already
been cleaned for contamination from neighboring sources (Section
2.3). It is obvious that a large fraction of the sources in our selec-
tion are brighter at 3.6µm than at 4.5µm.
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the Lyman break (i.e. Y105, J110, J125, JH140 and H160).
After PSF-matching the observations to the H160-band
PSF, colors are measured in Kron-like apertures and to-
tal magnitudes derived from 0.6”-diameter circular aper-
tures.

Our initial source selection is based on the Lyman-
break technique (Steidel et al., 1999), with the require-
ment that the source drops out in the I814 band. Specif-
ically, our requirements for z ∼ 6 − 7 sources are

(I814 − J110 > 0.7) ∧ (J110 − JH140 < 0.45).

For sources in the CLASH program we require H160 < 26
AB, while we select sources with H160 < 25 AB in all
other fields in order to obtain good photometric redshift
constraints for all our sources. We also require sources to
have either a non-detection in the V606 band (< 2σ) or to
have a very strong Lyman break, i.e. V606 − J125 > 2.5.
We require sources to be undetected in the χ2 image
we construct from the observations blueward of the r625
band. Finally we require the SExtractor stellarity pa-
rameter in the J110 band be less than 0.92 to ensure that
our selection is free of contamination by stars.

To identify those sources where we can obtain clean
rest-frame optical stellar continuum, we also require
that sources have a best-fit photometric redshift between
z = 6.6 and 7.0, as determined by the photometric red-
shift software EAZY (Brammer et al., 2008). All avail-
able HST photometry (i.e. 16 bands for CLASH-clusters)
is used in the redshift determinations. No use of the
Spitzer/IRAC photometry is made in the photometric
redshift determination to avoid coupling the selection of
our sources to the [3.6]-[4.5] colors we will later measure.

Figure 1 shows the influence of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
middle panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources in
the redshift range zphot = 6.6− 7.0, where we know that
both [OIII]λ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and [OIII] where no significant
emission lines are present (see for example the bottom
panel of Figure 1).

2.3. IRAC Photometry

Photometry of sources in the available Spitzer/IRAC
data over our fields is challenging, due to blending with
nearby sources from the broad PSF. We therefore use the
automated cleaning procedure described in Labbé et al.
(2010a,b). In short, we use the high-spatial resolution
HST images as a template by which to model the po-
sitions and flux profiles of the foreground sources. The
flux profiles of individual sources are convolved to match
the IRAC PSF and then simultaneously fit to all sources
within a region of ∼13” around the source. Flux from all
the foreground galaxies is subtracted and photometry is
performed in 2.5”-diameter circular apertures. We apply
a factor of ∼ 2 correction to account for the flux outside
of the aperture, based on the radial light profile of the
PSF. Figure 1 shows the cleaned IRAC images of our
sample. Our photometric procedure fails when contam-
inating sources are either too close or bright. Sources
with badly subtracted neighbours are excluded. In to-
tal, clean photometry is obtained for 75% of the sources

Fig. 2.— HST H160, Spitzer/IRAC [3.6], and [4.5] postage stamp
images (6.5” x 6.5”) of our sample of bright, magnified z ∼ 6.6−7.0
galaxies behind clusters. The IRAC postage stamps have already
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2.3). It is obvious that a large fraction of the sources in our selec-
tion are brighter at 3.6µm than at 4.5µm.
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After PSF-matching the observations to the H160-band
PSF, colors are measured in Kron-like apertures and to-
tal magnitudes derived from 0.6”-diameter circular aper-
tures.

Our initial source selection is based on the Lyman-
break technique (Steidel et al., 1999), with the require-
ment that the source drops out in the I814 band. Specif-
ically, our requirements for z ∼ 6 − 7 sources are

(I814 − J110 > 0.7) ∧ (J110 − JH140 < 0.45).

For sources in the CLASH program we require H160 < 26
AB, while we select sources with H160 < 25 AB in all
other fields in order to obtain good photometric redshift
constraints for all our sources. We also require sources to
have either a non-detection in the V606 band (< 2σ) or to
have a very strong Lyman break, i.e. V606 − J125 > 2.5.
We require sources to be undetected in the χ2 image
we construct from the observations blueward of the r625
band. Finally we require the SExtractor stellarity pa-
rameter in the J110 band be less than 0.92 to ensure that
our selection is free of contamination by stars.

To identify those sources where we can obtain clean
rest-frame optical stellar continuum, we also require
that sources have a best-fit photometric redshift between
z = 6.6 and 7.0, as determined by the photometric red-
shift software EAZY (Brammer et al., 2008). All avail-
able HST photometry (i.e. 16 bands for CLASH-clusters)
is used in the redshift determinations. No use of the
Spitzer/IRAC photometry is made in the photometric
redshift determination to avoid coupling the selection of
our sources to the [3.6]-[4.5] colors we will later measure.

Figure 1 shows the influence of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
middle panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources in
the redshift range zphot = 6.6− 7.0, where we know that
both [OIII]λ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and [OIII] where no significant
emission lines are present (see for example the bottom
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2.3. IRAC Photometry
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is used in the redshift determinations. No use of the
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Figure 1 shows the influence of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
middle panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources in
the redshift range zphot = 6.6− 7.0, where we know that
both [OIII]λ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and [OIII] where no significant
emission lines are present (see for example the bottom
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2.3. IRAC Photometry

Photometry of sources in the available Spitzer/IRAC
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nearby sources from the broad PSF. We therefore use the
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(2010a,b). In short, we use the high-spatial resolution
HST images as a template by which to model the po-
sitions and flux profiles of the foreground sources. The
flux profiles of individual sources are convolved to match
the IRAC PSF and then simultaneously fit to all sources
within a region of ∼13” around the source. Flux from all
the foreground galaxies is subtracted and photometry is
performed in 2.5”-diameter circular apertures. We apply
a factor of ∼ 2 correction to account for the flux outside
of the aperture, based on the radial light profile of the
PSF. Figure 1 shows the cleaned IRAC images of our
sample. Our photometric procedure fails when contam-
inating sources are either too close or bright. Sources
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Fig. 2.— HST H160, Spitzer/IRAC [3.6], and [4.5] postage stamp
images (6.5” x 6.5”) of our sample of bright, magnified z ∼ 6.6−7.0
galaxies behind clusters. The IRAC postage stamps have already
been cleaned for contamination from neighboring sources (Section
2.3). It is obvious that a large fraction of the sources in our selec-
tion are brighter at 3.6µm than at 4.5µm.

3

the Lyman break (i.e. Y105, J110, J125, JH140 and H160).
After PSF-matching the observations to the H160-band
PSF, colors are measured in Kron-like apertures and to-
tal magnitudes derived from 0.6”-diameter circular aper-
tures.

Our initial source selection is based on the Lyman-
break technique (Steidel et al., 1999), with the require-
ment that the source drops out in the I814 band. Specif-
ically, our requirements for z ∼ 6 − 7 sources are

(I814 − J110 > 0.7) ∧ (J110 − JH140 < 0.45).

For sources in the CLASH program we require H160 < 26
AB, while we select sources with H160 < 25 AB in all
other fields in order to obtain good photometric redshift
constraints for all our sources. We also require sources to
have either a non-detection in the V606 band (< 2σ) or to
have a very strong Lyman break, i.e. V606 − J125 > 2.5.
We require sources to be undetected in the χ2 image
we construct from the observations blueward of the r625
band. Finally we require the SExtractor stellarity pa-
rameter in the J110 band be less than 0.92 to ensure that
our selection is free of contamination by stars.

To identify those sources where we can obtain clean
rest-frame optical stellar continuum, we also require
that sources have a best-fit photometric redshift between
z = 6.6 and 7.0, as determined by the photometric red-
shift software EAZY (Brammer et al., 2008). All avail-
able HST photometry (i.e. 16 bands for CLASH-clusters)
is used in the redshift determinations. No use of the
Spitzer/IRAC photometry is made in the photometric
redshift determination to avoid coupling the selection of
our sources to the [3.6]-[4.5] colors we will later measure.

Figure 1 shows the influence of the strongest emission
lines, Hα, Hβ, [OIII] and [OII], on [3.6] and [4.5] as a
function of redshift. The top panel indicates which lines
fall into the IRAC filters at a given redshift, while the
middle panel indicates the estimated [3.6]-[4.5] color off-
set due to the various emission lines. We select sources in
the redshift range zphot = 6.6− 7.0, where we know that
both [OIII]λ4959, 5007 and Hβ fall in [3.6], while [4.5]
falls exactly between Hα and [OIII] where no significant
emission lines are present (see for example the bottom
panel of Figure 1).

2.3. IRAC Photometry

Photometry of sources in the available Spitzer/IRAC
data over our fields is challenging, due to blending with
nearby sources from the broad PSF. We therefore use the
automated cleaning procedure described in Labbé et al.
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TABLE 2
Current Estimates of the mean Specific Star Formation Rate for z ∼ 4–6 Galaxies

z ∼ 4 z ∼ 5 z ∼ 6

Model Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1) Nbin Nrej log10(sSFR/Gyr−1)

Mstellar = 5× 109 M"

CSF no emission lines 54 2 0.50(±0.05) 18 0 0.57(±0.08) 73 3 0.42(±0.04)
CSF with emission lines 51 2 0.55(±0.05) 15 0 0.60(±0.06) 48 5 0.54(±0.05)
RSF no emission lines 67 0 0.49(±0.03) 21 0 0.48(±0.04) 78 4 0.60(±0.03)
RSF with emission lines 68 0 0.51(±0.03) 19 0 0.50(±0.04) 71 5 0.65(±0.04)

Mstellar = 1× 109 M"

CSF no emission lines 99 6 0.60(±0.04) 32 4 0.66(±0.07) 57 13 0.79(±0.08)
CSF with emission lines 100 6 0.61(±0.04) 35 4 0.68(±0.07) 85 18 0.80(±0.06)
RSF no emission lines 117 2 0.58(±0.03) 36 2 0.67(±0.06) 74 2 0.61(±0.04)
RSF with emission lines 117 2 0.61(±0.03) 40 2 0.73(±0.07) 81 3 0.73(±0.05)

Note. — Mean values of the estimated log10(sSFR/Gyr−1) for our samples using different model assumptions. The sSFR was estimated
for two stellar mass bins centered at log10(Mstellar/M") = 9.7 and 9.0. The width of each bin is ±0.3 dex. The Nbin column indicates
how many sources fall in each bin at each redshift for a given model. Extreme values of the sSFR (∼ 100 Gyr−1, which correspond to
minimum age models) were rejected before taking the mean. This latter choice does not make a significant difference (see Figure 8).

Fig. 9.— The mean specific SFR as a function of redshift for galaxies with estimated stellar masses log10(Mstellar/M") = 9.4–10,
corresponding to our 5 × 109 M" bin. The values at z < 4 are taken from the literature (Damen et al. 2009; Noeske et al. 2007; Daddi
et al. 2007; Reddy et al. 2012). The solid gray points correspond to previous reports from the literature at z ! 4 (Stark et al. 2009;
González et al. 2010) and the open gray points correspond to these values after a simple correction for dust extinction is made (Bouwens
et al. 2012). The blue crosses are from Stark et al. (2013). The the open hexagons at z ! 4 are the new results from our stellar population
modeling of the full rest-frame UV and optical SED. These results were derived assuming an exponentially rising SFH (RSF) and the
average emission line flux is subtracted based on the maximal model described in Section 3.4. The dust reddening was derived using
the Meurer et al. (1999) relation and the measured UV slopes, β. The error bars correspond to random errors. Our estimate of the
systematic error, is given as well in the upper left corner. Our sSFR estimates depend weakly on the modeling assumptions (see Figure
8). The differences between our results and those of Stark et al. (2013) arise from them using UV-luminosity-binned averages versus our
mass-binned averages (see Section 5.2 and the Appendix for details). A weighted best fit of our measured sSFR as a function of redshift at
z > 2 is: log(sSFR(z)) = −0.1(±0.1) + 1.0(±0.1) log(1 + z) (which incorporates the values derived at z ∼ 2 by Daddi et al. 2007, z ∼ 2–3
by Reddy et al. 2012, and the z ! 4 from this work). The derived dependence of the sSFR on redshift is much weaker than that observed
at z < 2 and that expected from the theoretical expectations at z > 2 (e.g., Neistein & Dekel 2008, dashed line).

5.2. Comparison to Stark et al. (2013)

In a recent study Stark et al. (2013) explores the ef-
fects of that rest-frame optical emission lines have on the
stellar masses and sSFR derived through SED fitting at
z ! 4. Their analysis is similar in many regards to the
one presented here but they find a sSFR evolution that is
much faster with redshift, in agreement with theoretical

expectations. As we discuss below, it appears that the
reason for this difference is that our consideration of the
effect of the M/L scatter turns out to play an important
role.
Even though the SED modeling assumptions used in

Stark et al. (2013) are very similar to the ones we have
used, the way in which the average sSFR is determined at
a given redshift causes important differences in the con-

These results imply that the specific star formation 
rates (or inverse growth times) are high at z~7 -- 

consistent with other recent results!

Smit et al. 2013; Gonzalez et al. 2013; Stark et al. 2013; Tilvi et al. 2013; de Barros et al. 
2013

SFR / 
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Mass

= 1 / growth 
time scale

Smit et al. 2013
Previous studies derived high estimates of the sSFR 

at z~7 *assuming* that the nebular emission lines 
seen at z~3-4 were even more extreme at z~7.

Thus far, these assumptions have not been 
corrobated at z~7 based on modest-sized samples.

This new study provides this evidence...  arguing 
that the results of Gonzalez et al. 2013 and Stark et 

al. 2013 on the sSFRs at z~5-7 were correct.

 Best previous evidence was
 from the Labbe et al. 2012 
 study looking at a sample 
 of z~7 and z~8 galaxies 
 from the HUDF

 Modest EW emission lines
 inferred from stacked results.

4 I. Labbé et al.

Figure 3. A comparison of the average rest-frame SEDs of IRAC
detected galaxies at z ∼ 7 and z ∼ 8 from the average HST/ACS,
HST/WFC3, and Spitzer/IRAC fluxes. The IRAC [3.6] and [4.5]
fluxes are indicated. The SEDs are in units of fν (arbitrary scal-
ing). A young star forming stellar population model with emission
lines is shown in black. The observed [3.6] − [4.5] colors at z ∼ 7
and z ∼ 8 are substantially different, despite the short time elapsed
between these epochs (about 130Myr). Combined, the rest-frame
SEDs suggest a clear flux excess at ∼ 5000Å, shifting from [3.6] at
z ∼ 7 to [4.5] at z ∼ 8, likely due to a contribution from strong
[O III]4959, 5007 and Hβ emission lines.

(∼ L∗(z = 8)) galaxies, including IRAC undetected
sources, shows similar colors. The mean < H − [3.6] >
color is in the range of predictions from dust reddenend
Bruzual & Charlot (2003, BC03) stellar population syn-
thesis models, but the < [3.6] − [4.5] > appears signifi-
cantly redder by ∼ 0.5 mag.
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No obvious trend of H160 − [3.6] color with H160 or
[3.6] magnitude is seen, but the H160 − [3.6] (rest-frame
U1700−B4000 at z ∼ 8) does appear to correlate (at ∼ 2σ
confidence) with J125 − H160 colors consistent with ex-
pectations from dust reddenend BC03 stellar population
models. The trend is seen both in IRAC detected galax-
ies and in H160 ≤ 28 selected samples (≤ 0.3L∗(z = 8)),
including IRAC undetected galaxies. In contrast, the ob-
served [3.6] − [4.5] colors (rest-frame B4000 − V5000) are
generally redder than the BC03 models, with larger off-
sets at bluer J125 −H160 colors.
Figure 3 shows the average spectral energy distribu-

tions of IRAC detected galaxies at z ∼ 8 compared
those at z ∼ 7, only 130Myr later. It is obvious that
the observed [3.6] − [4.5] colors are markedly different.
Shifted to the rest-frame, the SEDs viewed together sug-
gest a clear flux excess at ∼ 5000Å, shifting from [3.6]
at z ∼ 7 to [4.5] at z ∼ 8. The excess is likely caused
by [O III]4959, 5007 and Hβ emission lines, which are
expected to be strong in young star forming galaxies at
low metallicities (e.g., Schaerer et al. 2010).
Nevertheless, it is difficult to determine the emission

line contribution using stellar population model fits to
the broadband photometry at each redshift separately.

10

Figure 4. The H − [3.6] versus [3.6]− [4.5] colors of our samples
of z ∼ 7 and z ∼ 8 galaxies. The [3.6] − [4.5] becomes ≈ 0.8
mag bluer from z ∼ 8 to z ∼ 7 while the H − [3.6] colors become
≈ 0.4 mag redder. The arrows show the effect of 1) increasing dust
obscuration by ∆AV = 0.5 between the two epochs, 2) changing
the stellar population age by 130Myr (assuming CSF since z = 10),
and 3) strong [O III]4959,5007+Hβ emission moving from [4.5] at
z ∼ 8 into [3.6] at z ∼ 7. Emission lines provide the most probable
explanation for the observed change.

Degeneracies between age and dust in the model colors
and systematic uncertainties in implementation of emis-
sion lines hamper such a direct solution. Instead, we will
attempt to circumvent this limitation by using the joint
SED information at the two adjacent redshifts to isolate
the effective emission line contribution.

4. REST-FRAME OPTICAL EMISSION LINES

Figure 4 shows clearly that the observed [3.6] − [4.5]
colors at z ∼ 8 are 0.8 mag redder compared to z ∼ 7,
while the H−[3.6] colors are 0.4 mag bluer11. Changes in
stellar population age and/or dust can not produce such
differences, but strong optical emission lines naturally
reproduce the observed change.
With the reasonable assumption that the average rest-

frame spectrum is the same at both z ∼ 8 and z ∼ 7, we
can solve directly for the rest-frame equivalent width of
these emission lines.
Considering only [OIII]λλ4959, 5007 and Hβ and ap-

plying the redshift selection functions of Oesch et al.
(2012) and Bouwens et al. (2011a), a linear fit to the col-
ors produces W[OIII]λλ4959,5007+Hβ = 500Å. The redshift
distribution accounts for the fact that emission lines may
contribute to both [3.6] and [4.5]. Using the tabulated
emission lines values of Anders & Fritze-v.Alvensleben
(2003) for sub-Solar metallicity 0.2Z" (Erb et al. 2006;
Maiolino et al. 2008), we also correct for the smaller in-
tegrated contributions of Hα, Hβ, Hγ, [N II] and [O II],
leading to W[OIII]λλ4959,5007+Hβ = 670Å.
Note that this estimate is independent of stellar popu-

lation models and the fit only has one free parameter: the

11 Note, the samples are similar in brightness, H ∼ 26.8 for z ∼ 8
and H ∼ 26.5 for z ∼ 7, hence both ∼ 1.5L∗(UV ) in luminosity at
z ∼ 8 and z ∼ 7 respectively.
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minimum age models) were rejected before taking the mean. This latter choice does not make a significant difference (see Figure 8).

Fig. 9.— The mean specific SFR as a function of redshift for galaxies with estimated stellar masses log10(Mstellar/M") = 9.4–10,
corresponding to our 5 × 109 M" bin. The values at z < 4 are taken from the literature (Damen et al. 2009; Noeske et al. 2007; Daddi
et al. 2007; Reddy et al. 2012). The solid gray points correspond to previous reports from the literature at z ! 4 (Stark et al. 2009;
González et al. 2010) and the open gray points correspond to these values after a simple correction for dust extinction is made (Bouwens
et al. 2012). The blue crosses are from Stark et al. (2013). The the open hexagons at z ! 4 are the new results from our stellar population
modeling of the full rest-frame UV and optical SED. These results were derived assuming an exponentially rising SFH (RSF) and the
average emission line flux is subtracted based on the maximal model described in Section 3.4. The dust reddening was derived using
the Meurer et al. (1999) relation and the measured UV slopes, β. The error bars correspond to random errors. Our estimate of the
systematic error, is given as well in the upper left corner. Our sSFR estimates depend weakly on the modeling assumptions (see Figure
8). The differences between our results and those of Stark et al. (2013) arise from them using UV-luminosity-binned averages versus our
mass-binned averages (see Section 5.2 and the Appendix for details). A weighted best fit of our measured sSFR as a function of redshift at
z > 2 is: log(sSFR(z)) = −0.1(±0.1) + 1.0(±0.1) log(1 + z) (which incorporates the values derived at z ∼ 2 by Daddi et al. 2007, z ∼ 2–3
by Reddy et al. 2012, and the z ! 4 from this work). The derived dependence of the sSFR on redshift is much weaker than that observed
at z < 2 and that expected from the theoretical expectations at z > 2 (e.g., Neistein & Dekel 2008, dashed line).

5.2. Comparison to Stark et al. (2013)

In a recent study Stark et al. (2013) explores the ef-
fects of that rest-frame optical emission lines have on the
stellar masses and sSFR derived through SED fitting at
z ! 4. Their analysis is similar in many regards to the
one presented here but they find a sSFR evolution that is
much faster with redshift, in agreement with theoretical

expectations. As we discuss below, it appears that the
reason for this difference is that our consideration of the
effect of the M/L scatter turns out to play an important
role.
Even though the SED modeling assumptions used in

Stark et al. (2013) are very similar to the ones we have
used, the way in which the average sSFR is determined at
a given redshift causes important differences in the con-

These results imply that the specific star formation 
rates (or inverse growth times) are high at z~7 -- 

consistent with other recent results!

Smit et al. 2013; Gonzalez et al. 2013; Stark et al. 2013; Tilvi et al. 2013; de Barros et al. 
2013

SFR / 
Stellar 
Mass

= 1 / growth 
time scale

Smit et al. 2013
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What about the dust properties or stellar 
populations of z>=4 galaxies?

How do they depend on the stellar mass (or 
equivalently luminosity of galaxies)?



Are there systematic trends in the colors of 
galaxies as a function of luminosity (or mass)?

UV Continuum Slopes
are just colors 

in the rest-frame UV

fλ ∝ λβ

good place to look is in UV continuum slopes!



Bouwens et al. 2013; see also Bouwens et al. 2009, 2010, 2012; Wilkins et al. 2011; 
Dunlop et al. 2012; Castellano et al. 2012; Finkelstein et al. 2012
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What does this dependence of color on 
luminosity/mass look like at z~4?I’ve shown similar results before, but now we 

have bigger samples, better measurements



Bouwens et al. 2013
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bright bright brightfaint faint faint

Evidence for two different luminosity dependencies

What does this dependence of color on 
luminosity/mass look like at z~4-6?

Steeper
Steeper Dependence 
at Bright Luminosities SteeperDust?Dust?     Dust?

Weaker dependence at 
Lower Luminosities Weaker dependence at 

Lower Luminosities
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β

Bouwens et al. 2013; Dunlop et al. 2013; FInkelstein et al. 2012; Bouwens et al. 2012
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all redshifts?
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as function 
of redshift
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Bouwens et al. 2013; see also Bouwens et al. 2012; Finkelstein et al. 2012
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How do the colors of the lowest luminosity 
galaxies evolve with redshift?



The stellar populations in z = 7− 9 galaxies from HUDF12 5

Figure 1. Individual measurements of UV continuum slope, β, at z ! 7

(upper panel, blue points) and at z ! 8 (lower panel, green points) for
the galaxies in the new UDF12 samples (as detailed in Section 2.2) plotted
versus their UV absolute magnitudes (MUV,AB ≡ M1500). The values of
β shown here are derived from the UDF12 data using J125−H160 colours
as described in Section 3. The average values, along with standard errors in
the mean, are plotted (in black) for each 1-magnitude wide luminosity bin
which contains > 5 sources (see also Table 1). The UDF12 galaxy samples
used have been confined to those objects which are detected at > 5σ in the
J140-band, in order to minimize colour bias in the selection process (J140
photometry is not used here in the determination of β). To help provide
dynamic range, the samples atMUV,AB < −19 have been supplemented
with > 8-σ objects from the UDF09P1 and UDF09P2 parallel WFC3/ACS
fields (17 objects at z ! 7; 5 objects at z ! 8). Errors for individual β
measurements are not shown, simply because the typical error can be judged
directly from the scatter in the plot (which, it transpires, is effectively all due
to photometric error; see Section 4.3).

As already noted by Dunlop et al. (2012), equation (1) differs
very slightly from the relation adopted by Bouwens et al. (2010b),
which is β = 4.29(J125 −H160)−2 (presumably due to the adop-
tion of slightly different effective wavelengths). However, the dif-
ferences in derived values of β are completely insignificant in the
current context (e.g. for J125 −H160 = −0.2, the Bouwens et al.
relation yields β = −2.86, while equation (1) yields β = −2.89).

Finally, we caution that equation (2) must be regarded with
some scepticism. First, the relatively short wavelength-baseline

Figure 2. Individual measurements of UV continuum slope, β, (red points)
as derived from our UDF12 data using J140 −H160 colour for the 6 galax-
ies at z ! 9 (8.5 < z < 10; Ellis et al. 2012), plotted against their UV
absolute magnitudes (MUV,AB ≡ M1500). The average value, 〈β〉, at
MUV ! −18 is indicated by the black point, with the error-bar corre-
sponding to the standard error in the mean (see Table 1). This is the first
attempt at such a measurement at this redshift, and the J140 −H160 colour
does not span a very large wavelength baseline. Moreover, with such a small
sample at z ! 9, the statistical average is clearly not very robust. Never-
theless, the available information suggests that 〈β〉 atMUV,AB = −18 at
z ! 9 has not changed dramatically from z ! 7, and is still consistent with
β = −2.

provided by J140 −H160 colour is reflected in the rather large co-
efficient by which colour (and hence also uncertainties in colour)
must be multiplied to yield an estimate of β. Second, whereas J125

and H160 provide independent samples of a galaxy SED, the J140

andH160 bands overlap, and hence the resulting measurements are
inevitably correlated to some extent. For both these reasons equa-
tion (1) should be utilised rather than equation (2) whenever pos-
sible. Nevertheless, out of curiosity, in Section 3.2 below we apply
equation (2) to the 6 objects in the 8.5 < z < 10 sample to ob-
tain a first direct observational estimate of 〈β〉 in this previously
unexplored redshift regime.

3.1 Robust measurements at z ! 7 and z ! 8

In Fig. 1 we show the results of our new J125 −H160 colour-based
determinations of β for the galaxies in the new UDF12 samples
at z $ 7 and z $ 8, plotted versus their UV absolute magnitudes
(MUV,AB ≡ M1500). In this figure we also plot the average values,
along with standard errors in the mean, for each 1-magnitude wide
luminosity bin which contains > 5 sources. These values are tab-
ulated in Table 1. We emphasize that, in order to minimize colour
bias in the selection process, the UDF12 galaxy samples used have
been confined to those objects which are detected at > 5σ in the
J140-band as described in Section 2.2. Moreover, to further mini-
mize bias, both ROBUST and UNCLEAR objects were retained in
evaluating these average values of β (see Rogers et al. 2012), but in
practice the J140 cut ensures that virtually all objects are ROBUST,
and rejection of the 5 UNCLEAR objects at z $ 7, and the sole
UNCLEAR object at z $ 8 does not significantly change these
results.
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HUDF12 team’s apparent finding that β ~ −2 
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β shown here are derived from the UDF12 data using J125−H160 colours
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J140-band, in order to minimize colour bias in the selection process (J140
photometry is not used here in the determination of β). To help provide
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These biases, while small and smaller than present 
in most earlier work,  were identified in same 

Bouwens et al. 2013 study where we made detailed 
study-to-study comparisons of β measurements
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Bouwens et al. 2013; see also Bouwens et al. 2012; Finkelstein et al. 2012
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Does the faint-end slope evolve with redshift?

What sort of effect can this have in matching 
various constraints like the Thomson optical 

depth?



How can we answer?
           -- Determine the total flux density of ionizing photons emitted by
               galaxies as function of redshift based on observed LFs

           -- Make reasonable assumptions about clumping factor for HI in
               IGM and fraction of ionizing photons escaping

What effect do the steep faint-end slopes -- and 
their evolution -- have in reionizing the universe 
and on the observed Thomson optical depths?

What effect will it have on the Thomson optical 
depth?



Faint Contribution
is more challenging...Bright Contribution is easy...

JUST
INTEGRATE

IT UP

Power Law
Integrate

more uncertain
extrapolated
component...

Simply
Integrate

This

How many ionizing photons do galaxies produce
(ignoring escape fraction considerations)?



Correction (for unseen sources) depends very sensitively on faint-end slope
(integrated to -10 AB mag: approximate limiting luminosity expected in many models)

Faint-end slope of UV LF
is very important to establish

Bouwens et al. 2011

Bouwens et al. 2011 Determination 
at z=7 (800 Myr)

−1σ

+1σ

How many ionizing photons do galaxies produce
(ignoring escape fraction considerations)?



Bouwens et al. 2007, 2011, 2012; Reddy al. 2009; Bradley et al. 2012; Schenker et al. 2013; 
McLure et al. 2013 (see also Ouchi et al. 2009; Oesch et al. 2010; Yoshida et al. 2006)

Shallow
slope

Steep
slope

Is there evidence for evolution?

32

What are our current constraints on the faint-end 
slope?

(also predictions from theory suggest such an evolution: Trenti et al. 
2010; Jaacks et al. 2011; Salvaterra et al. 2011)

Bradley et al. 2012
Schenker/McLure 

et al. 2013

find dα/dz ~ −0.05 ± 0.04 
(Bouwens et al. 2011)

find dα/dz ~ −0.05 ± 0.03 
(adding Bradley et al. constraint)

Situation in 2011

find dα/dz ~ −0.05 ± 0.025 
(rough estimate: adding HUDF12 data)



Bouwens et al. 2012; Kuhlen et al. 2013; see also Robertson et al. 2013

Faint-end slope is steeper
at higher redshifts (evolving)

Thomson optical depth is
0.062        0.079        0.142

Reionization at z=8

Matches WMAP constraints!

clumping factor of 3, fesc = 0.2

Can galaxies reionize the universe?
(how much light do they produce?)

What can we learn from 
these constraints?

- Extrapolate LF constraints to 
lower luminosities and 
higher redshifts 

-  Make reasonable 
assumptions about 
clumping factor, escape 
fraction



Bouwens et al. 2012; Kuhlen et al. 2013; see also Robertson et al. 2013

Can galaxies reionize the universe?
(how much light do they produce?)

What if we fix the faint-end 
slope of the LF to the 

observed value at z~6-8?

clumping factor of 3, fesc = 0.2

Fall short of WMAP constraints!

Faint-end slope is steep
−1.87 ± 0.13 (but not evolving)

Thomson optical depth is
0.055      0.061      0.070

Reionization at z=7

Establishing that the faint-end slope at z~7-8 is 
steep is not all the information one desires!

It is also valuable to quantify the evolution of faint-
end slope as a function of redshift!

Whether the faint-end slope continues to steepen at 
z>8 can make a difference of Δτ ~ 0.01

In Bouwens et al. 2012, we quantified this based on 
the data available at the time.
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Figure 4. Volume fraction filling of HII regions as a function of
redshift for a set of representative models that satisfy the mea-
sured galaxy UV LF and the WMAP-7 Thomson scattering op-
tical depth. LF evolution fits FIT, MIN, and MAX are shown
in blue, cyan, and magenta, respectively. The FID, SOFT, and
HARD spectral hardness models are indicated with solid, dotted,
and dashed lines. The line thickness corresponds to fesc = 5%,
20%, and 50% (from thin to thick).

1500 Å and ionizing photons similarly. Because of this broad
band extinction by dust, fesc is not equal to the fraction of
all ionizing photons produced by stars which are absorbed
in the galaxy. Evaluating the latter would require knowl-
edge of dust extinction, but is not actually required for our
purposes. Similar relative definitions of the escape fraction
are often adopted observationally as well (e.g., Steidel et al.
2001; Shapley et al. 2006; Inoue et al. 2006).

The true escape fraction may well vary with galaxy
mass, age, star formation history, or other properties. Such
dependences are however essentially unknown at this time.
We therefore assume in this work that fesc is a function of
z only, i.e. we use fesc(z) to represent an effective escape
fraction averaged over the galaxy population at redshift z,
suitably weighted by the (unabsorbed) ionizing luminosity.
A time dependence of fesc could thus arise from either a gen-
uine time evolution in the escape fraction of galaxies (e.g.,
owing to an evolution in the star formation rate and its asso-
ciated feedback), or from a redshift evolution in the make up
of the galaxy population, with the escape fraction of galaxies
with certain properties remaining constant. In §4, we quan-
tify the redshift evolution required of fesc required by the
data for different scenarios.

2.5 Range of models allowed by the UV LF and
WMAP-7 constraints alone

In Figure 5 we show the Thomson optical depth, τe, for
different reionization scenarios consistent with the measured
UV luminosity function. The models explored correspond
to varying assumptions for Mlim, ζion, and fesc, which are
further assumed here to be constant with redshift.

Figure 5. Thomson scattering optical depth to the microwave
background versus limiting UV magnitude. The colors represent
our three different galaxy UV LF parameterizations: FIT (blue),
MIN (cyan), and MAX (magenta). The solid line corresponds to
the FID (ζion = 1) Lν -model, and the shaded regions are bounded
by the SOFT (ζion = 0.5) and HARD (ζion = 2) models. The
WMAP-7 τe = 0.088 ± 0.015 (Komatsu et al. 2011) is indicated
with a gray band. The top panel is for fesc = 20%, the bottom
left for fesc = 5% and the bottom right for fesc = 50%. Mlim,
ζion, and fesc are assumed constant in these calculations, and we
used a clumping factor of CHII = 3.

For the best-fit UV LF evolution parameterization
(FIT), fiducial Lν-model (ζion = 1, FID), and fesc = 0.2
(solid blue line in the top panel), we recover the result of
B11 that a very faint limiting magnitude, Mlim � −11, is
required in order to produce an optical depth in agreement
with WMAP-7. However, many other solutions are possible.
For example, the same LF model with a harder spectrum
(upper edge of blue shaded region) is consistent with the
WMAP-7 data for Mlim = −14, and with the MAX LF
model (magenta band) the WMAP-7 τe constraint can ac-
commodate values of Mlim ranging from −11 to as bright as
−16, depending on the spectral hardness. The escape frac-
tion provides yet another degree of freedom. With a constant
fesc of 5% (bottom left panel), most models cannot satisfy
the WMAP-7 constraint. On the other hand, if fesc = 50%
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Evolution of faint-end slope -- which give us the volume density 
of ultra-faint galaxies -- is important to establish to better 

constrain the contribution of galaxies to reionization
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FIG. 2.— Constrained ultraviolet (UV) luminosity densities ρUV as a function of limiting magnitude MUV and redshift z. Shown are the z ∼ 5! 8 maximum
likelihood values of ρUV vs. limiting magnitude calculated using Equation 5 (white lines), and the corresponding marginalized inner 68% credibility intervals
for ρUV(MUV) (blue regions). In each panel, we indicate with a dotted line the limiting depth of the luminosity function determinations. Also shown is the
ρUV required for galaxies to maintain a fully ionized universe assuming logξion = 25.2 logergs!1 Hz, fesc = 0.2, CHII = 3, and case A recombination (dashed
lines and grey regions). We use Bayesian parameter estimation methods to determine the Schechter (1976) function parameter posterior distributions inferred
from the stepwise maximum likelihood luminosity function (LF) data of Bouwens et al. (2007) at z ∼ 4! 6 and McLure et al. (2012) at z ∼ 7! 8. We also use
the full posterior distribution sampling of the Schechter (1976) function parameters from the LF determination of Schenker et al. (2012a) to produce additional,
independent constraints on ρUV at z∼ 7! 8. At z ∼ 9 where the data is limited, we simply infer the LF normalization φ! keeping the characteristic magnitude
M! and faint-end slope α fixed at the z ∼ 8 values determined by McLure et al. (2012) and expect the inferred possible variation in ρUV(z∼ 9) to be somewhat
underestimated.

Robertson et al. 2013

One needs to include the contribution from galaxies to -13 or 
even -11 mag to keep universe largely reionized out to z>~8!



Are you familiar with the Hubble Ultra Deep 
Field released in 2004?

lots of additional data have been taken over this 
region which allow us to probe deeper than 

before...
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Including all the optical 
data ever taken over the 
HUDF region, the “XDF” 
optical reduction offers a 

0.2 mag gain over the 
original HUDF...

Optical HUDF 
2004

New (and Deeper) Reduction of All the Data over the 
HUDF region is now publicly available.

Illingworth et al. 2013
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Including all the optical 
data ever taken over the 
HUDF region, the “XDF” 
optical reduction offers a 

0.2 mag gain over the 
original HUDF...

Optical “XDF” 
2013

~0.15 - 0.3 
mag deeper

Deeper Public Reduction of the Optical + near-IR Data 
over the HUDF is Available

New (and Deeper) Reduction of All the Data over the 
HUDF region is now publicly available.

Will be useful to improving our constraints on the faint-
end slope at z~4-6...  and connecting to exciting z~7-8 

results!



What Current Observations Can Teach Us About the Properties of 
Galaxies in the Early Universe

Determining Stellar Masses of z~5-7 galaxies is challenging, given the challenge in 
distinguishing rest-frame optical stellar continuum light from nebular line emission

We can hope to measure true stellar masses by looking at galaxies in redshift windows 
uncontaminated by nebular emission lines.    One such window is at z~6.8.

We have selected a sample of 7 bright, magnified galaxies at z~6.8 in such a window.   
A large fraction of such sources are very bright at 3.6 microns -- where we expect a 
contribution from the OIII line -- but faint at 4.5 microns where we expect only a 
contribution from the stellar continuum.

The implication is that the stellar masses in galaxies at z~7 are low and the specific 
star formation rates at z~7 are very high.    This provides direct evidence for high 
sSFRs at z~7 using a sample of galaxies.

Similar UV-continuum slope vs. luminosity relationships found for galaxies at z~4-7.  At 
higher luminosities, the slopes depend very sensitively on luminosity (likely due to 
changes in the dust extinction).    At lower luminosities, the slopes/colors depend 
much less sensitively on luminosity (likely because dust not so important). 

The total flux density in ionizing photons is very sensitive to the faint-end slope.  If the 
faint-end slope of the UV LF at z~6-8 continues to steepen towards high redshift, it 
may help in reionizing the universe.

A new, deeper reduction of optical + near-IR data over the HUDF region exists which 
take advantage of all data taken over past 10 years.   It should be useful for 
improving our constraints on faint-end slope at z~4-6...



Bouwens et al. 2013; see also Bouwens et al. 2012; Finkelstein et al. 2012

blue

red

Do the present results significantly differ from what was 
obtained in Dunlop et al. 2012?

suggestive of no 
evolution



Bouwens et al. 2013

What efforts were made to quantify possible biases in the Dunlop et 
al. 2013 study?

Dunlop et al. 2013: Too red by >~0.13

3% systematic error in color 
measurements

relative to us relative to Finkelstein



Bouwens et al. 2013

Why would Dunlop et al. suffer from a bias in the measured colors?

Dunlop et al. use filter-dependent fixed apertures to
measure colors

0.40”, 0.44”, 0.47”, 0.50” for the F105W, F125W, F140W, F160W

The color measurements should be perfect for point sources.

However, z~7-8 galaxies are not point sources.

Faint z~7-8 galaxies (while small) have non-zero size.

What efforts were made to quantify possible biases in the Dunlop et 
al. 2013 study?



Bouwens et al. 2013

How large of bias would we expect for the typical faint source?

The predicted bias is similar to the offset relative to our own results

For a large z~7 source:

Dunlop β = −1.40

Bouwens β = −2.02
Finkelstein β = −2.17

1.8′′ x 1.8′′

vs.

Obviously this is an 
extreme example, but it 

illustrates the point

What efforts were made to quantify possible biases in the Dunlop et 
al. 2013 study?

Causes a Δβ ~ 0.13 bias.



What other biases are present at z~8 in the Dunlop et al. 2013 
results?

37

Fig. 25.— Estimated mean β we would recover as a function of the UV luminosity of sources due to the fact that galaxies with intrinsically
bluer β’s are more selectable than galaxies with redder β’s (see Appendix F). The input β distribution for these simulations has a mean
value of β = −2, with a 1σ scatter of 0.35. Similar simulations were performed in Appendix B.1.1 of Bouwens et al. (2012). Shown are the
results for our z ∼ 4, z ∼ 5, z ∼ 6, z ∼ 7, and z ∼ 8 selections over the XDF data set. The typical bias in β is ∆β ! 0.05 for our selection
criteria.

Fig. 26.— Estimated correction (solid line) that must be made to the observed spectral slopes for z ∼ 8 galaxies inferred from the
J125 − H160 colors. The correction is relative to the intrinsic β for the model SED under consideration, which is calculated from the
1270Å to 2600Å wavelength range traditionally used to define β (Calzetti et al. 1994). The required correction to β is a function of the
redshift of a galaxy, which can be approximately computed based on the Y105 − J125 color. Corrections are necessary to account for two
effects: (1) the redshifting of galaxies out of the J125-band at z " 8.1 (resulting in substantially redder J125 −H160 colors), (2) the impact
of the Lyα damping wing on the observed colors, and (3) the somewhat redder shape of the SED blueward of 1350Å. The net results of
the three effects is that, if uncorrected, galaxies would appear to have redder UV -continuum slopes β at z ∼ 8 than at z ∼ 7, even if
there is no evolution. The Lyα damping wing is computed assuming a 1021 cm2 neutral hydrogen column and a xe = 0.2 neutral fraction
in the IGM. The dashed line shows the correction not accounting for the Lyα damping wing. The figure inset shows how the correction
depends on the precise shape of the SED for a star-forming galaxy and is shown over a larger range in redshift. The dashed, dotted, and
thick solid curves give the corrections assuming (1) a 108 year constant star formation model, (2) a 10-Myr constant star formation model,
and (3) an 80-Myr constant star formation model followed by 20-Myr with no star formation. The correction to β that we utilize is the
average of models (1) and (3). Dunlop et al. (2013) do not discuss correcting the β’s they derive at z ∼ 8 for the effect of the IGM on the
J125-band fluxes. While this effect will not have a huge impact on the derived β’s from Dunlop et al. (2013), we do estimate a redward
bias of ∆β ∼ 0.1 using the redshift distribution that Dunlop et al. (2013) provide for their z ∼ 8 sample.

Expect attenuation in the J125-band fluxes for z>~8 galaxies due to 
attenuation from the IGM.   Causes a Δβ ~ 0.1 bias.


