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1 Introduction

Until a decade ago, the vast majority of known young stars were located near dark
molecular clouds, or in giant star formation complexes such as Orion. The only coeval,
comoving groups of stars in the solar neighbourhood were the Hyades and Ursa Majoris
Moving Groups. Although nearby (⇠25 and 46 pc away respectively), both are hundreds
of millions of years old. Recently however, samples of young stars near the Sun have
dramatically increased with the discovery of several new comoving associations: the TW
Hydrae Association, the Tucana/Horologium Association, the � Pictoris Moving Group,
the AB Doradus Moving Group and the compact ⌘ Chamaeleontis cluster, among others
(see Zuckerman & Song 2004, for a review). All are <50 Myr old and lie at distances
<100 pc from the Sun. None of the new associations are located in close proximity to any
signpost of recent star formation, such as molecular clouds, HII regions or outflows.

The realisation that young stars need not be found near molecular clouds or sites of
known star formation has revolutionised our understanding of star formation in the solar
neighbourhood. Moreover, the proximity and varied ages of these new associations make
them ideal laboratories for testing theories of planet formation and evolution. Observa-
tions of our Solar System and nearby extrasolar systems, as well as theoretical models,
suggest that giant gas planets form on timescales <10 Myr and terrestrial planets in
<30 Myr. At 10–50 Myr, the ages of pre-main sequence (PMS) stars in these associa-
tions are intermediate between T Tauri stars (TTS), typically seen embedded in or close
to their natal molecular clouds, and classical moving groups such as the Hyades, where
planet formation has ceased and any protoplanetary disks have dissipated. Because they
are not located near opaque dust clouds, we are a↵orded a view where the objects are not
obscured by the material from which they formed. At a typical distance of 50 pc, 1 AU
subtends an angle of 0.02 arcsec on the sky, making the disks and planets around such
young stars prime targets for high resolution direct imaging and spectroscopic studies
on the next generation of ground and space-based planetary science instruments.
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I D E N T I F Y I N G  Y O U N G  S TA R S

• Wide-field photometry 

• Variability 

• Astrometry 

• Hɑ photometry
AP Col (~40 Myr, 8.4 pc) 

Riedel+11



W I D E - F I E L D  P H O T O M E T R Y

Torres+08 SACY sample



W I D E - F I E L D  P H O T O M E T R Y

• Combine with GALEX, 2MASS, VHS, WISE, AKARI,… 

- SEDs from 0.3 < λ <160 μm  

- Disks, extinctions, temperatures, gravities, Fe/H? 

VO SED Analyser (VOSA, http://svo2.cab.inta-csic.es/theory/vosa/ )

http://svo2.cab.inta-csic.es/theory/vosa/


W I D E - F I E L D  P H O T O M E T R Y

• UV and blue excess emission (activity, spots, accretion) 
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Figure 7 Abnormal colors of Pleiades K-dwarfs from Stauffer et al. (2003). Pleiades (filled circles) and Praesepe (open circles) members
are overplotted for comparison. There is no obvious difference between the two clusters in the V − I plane, but Pleiades stars are bluer in
B − V and are redder in the V − K plane. Stauffer et al. explained this as excess emission at B and K bands for young K dwarfs. For younger
stars, such as those mentioned in this review, this color abnormality may be present among earlier spectral types.

Annu. Rev. Astro. Astrophys. 2004.42:685-721. Downloaded from arjournals.annualreviews.org
by AUSTRALIAN NATIONAL UNIVERSITY on 08/19/07. For personal use only.

The Astrophysical Journal, 727:62 (10pp), 2011 February 1 Rodriguez et al.

Figure 1. Circles, color-coded by age (grayscale in print version), are objects
in Torres et al. (2008) that were matched in GALEX. TW Hya is displayed as
a large square. Putative AB Dor member BD +01 2447 is located at V−K ∼ 3
and absolute NUV magnitude ∼ 20. All other symbols are stars from Stauffer
et al. (2010), which provides stars in the Gliese catalog (Gliese & Jahreiß
1991). Different symbols highlight some of the known multiple, white dwarfs,
and flare star systems. The Gliese stars left of the main sequence are likely
to have incorrect distances, V-band magnitudes, or both (some such systems
were corrected when updated information was available). In general, the Gliese
low-mass stars (K5/K7 and later, V–K ! 3) are older and fainter in NUV than
stars in young associations by 2 mag on average, the notable exception being
flare stars and some multiples. Multiples among the Torres et al. (2008) stars
are not labeled.
(A color version of this figure is available in the online journal.)

emission. The only exception to this trend of brighter NUV
magnitudes for young stars is BD +01 2447, classified by Torres
et al. (2008; see also references therein) as an AB Dor member,
with V–K ∼ 4.3, which we discuss later in Section 3.4. Figure 2,
which displays NUV–V colors, also shows how young stars
stand out. Reddening toward these objects can significantly
affect the shorter wavelengths. Findeisen & Hillenbrand (2010)
apply a reddening curve in which ANUV/AV = 2.63; however,
using the reddening curve of Cardelli et al. (1989) and RV = 3.1,
we obtain ANUV/AV = 2.96. While most Gliese stars are within
25 pc, most of the young stars are more distant. Regardless of the
exact value for ANUV/AV , extinction toward the younger, more
distant objects will generally be higher than for the nearby Gliese
stars. Thus, the effect of extinction will be to bring the locus of
the young star populations closer to the Gliese old star locus.
That is, the intrinsic separation in absolute NUV magnitude
and in NUV–V between young and old stars is, if anything,
somewhat greater on average than indicated in Figures 1 and 2.

Young, early-M stars (V−K ∼ 3.5) in these associations
(with ages 10–30 Myr) tend to have absolute NUV magnitudes
between 15 and 16 (see Figure 1). The 3σ sensitivity for the
GALEX AIS survey is 22.0 mag for each 100-s exposure, which
means that these young stars could be detected at the 3σ level
out to at least 160 pc. Findeisen & Hillenbrand (2010) estimate
that GALEX can detect unextincted photospheres of K5 stars
out to 140 pc with 300-s exposures, implying absolute NUV
magnitudes of about 17. Mid-K stars with ages of 70 Myr,
however, have absolute NUV magnitudes generally brighter
than 15, suggesting that even at 70 Myr, these stars will be
about 2 mag brighter than their older counterparts (as illustrated
in Figure 1 at V–K ∼3). As previously mentioned, extinction
toward these objects will cause them to have redder NUV–V
colors—similar to that of older field stars. Extinction of (at
least) AV ∼ 0.7 mag would be required for 70 Myr old mid-K

Figure 2. When plotting the members of young associations and the Gliese
stars (see Figure 1) in NUV–V color, the distinction between old and young,
late-type (K5/K7 and later, V–K ! 3) stars becomes more readily apparent.
Objects with lower NUV–V are brighter in NUV and generally younger.
TW Hya is displayed as a large square. Putative AB Dor member BD +01
2447 is located at V–K ∼4.3 and NUV–V ∼9.4. We comment on both these
systems in Section 3.4.
(A color version of this figure is available in the online journal.)

stars to have NUV magnitudes comparable to equally distant,
but older, mid-K stars.

To see if these 10–100 Myr old systems also stand out as
UV-bright in GALEX/Two Micron All Sky Survey (2MASS)
colors, and to carry out a pilot study for the feasibility of a large-
scale program, we examine a region of sky encompassing the
TW Hya Association (TWA). After defining a suitable search
region (see Table 1), we select all objects detected in NUV
(our initial search of the TWA also required detection in FUV).
These sources are then cross-matched with the 2MASS Point
Source Catalog (Cutri et al. 2003) with a matching radius of 2′′,
somewhat larger than the GALEX pointing uncertainty (∼1′′;
Morrissey et al. 2007). This allows us to produce color–color
plots like the one in Figure 3. In these plots, galaxies tend to lie in
a well-defined region of space (between about 0.5 < J − K < 2
and 2 < NUV–J < 7) while stars follow a diagonal line from J −
K ∼ 0 and NUV–J ∼ 2 to J − K ∼ 1 and NUV–J ∼ 13. The black
symbols in Figure 3 are the TWA stars from Torres et al. (2008),
all of which lie below the stellar main sequence; TW Hya is the
object with NUV–J ∼ 6. The stellar locus is well defined by an
average of the relations in Findeisen & Hillenbrand (2010, see
their Equation (2)) and we have plotted this as the thin solid line
in Figure 4. Also shown are the 10–100 Myr old stars, which
can again be distinguished from older field stars in that they lie
below the stellar main sequence (i.e., they have UV excesses).
The thick solid line represents the best linear fit to the locus
of young stars, and illustrates the difference between the young
and old stellar populations, particularly for the lower mass stars
(J − K ! 0.7). While the separation is not as pronounced as in
the NUV–V plots, clearly these diagrams should enable one to
select candidate young, low-mass stars using only GALEX and
2MASS colors.

In Figures 3 and 4, the young stars of the TWA all lie below the
stellar sequence. However, there is some scatter, and not every
object with UV excess will be a young star. For example, flare
stars are known contaminants in young star X-ray searches,
and the same is true for our UV-selection methods (see also
Figures 1 and 2). We select objects with UV excesses similar
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VA R I A B I L I T Y

• Irregular (flares, accretion) and periodic (spots) 

• Hour-week timescales - cadence problematic?

Orion OB1 (Briceño+05)

contamination from nonvariable stars to unacceptable levels
because we are studying hundreds of thousands of stars. Fol-
lowing this scheme we detected 20,729 variables in the decl: ¼
"1# and +1# strips, a $6% fraction of variable stars. The se-
lection criterion we used still allows $3400 possible spurious
variables. The fraction of variables we find is larger than that
found by other variability surveys, e.g., 0.4% in the All Sky
Automated Survey (Pojmánski 2003) and 0.8% in the Robotic
Optical Transient Search Experiment variability survey (Akerlof
et al. 2000). However, the fraction of false variables in our data
may be quite higher than the number expected from the confi-
dence level of the !2 test alone. This could be the result of
close neighbors and blends, especially at the Galactic latitude of
Orion. We did not attempt to identify these false variables be-
cause our selection criteria include additional constraints, par-
ticularly spectroscopy, that will further reject contaminants. At
this point we proceeded to plot the variables in color-magnitude
diagrams (CMDs) to select pre–main-sequence candidates.

For the calibration of the photometry we used the Smithsonian
Astrophysical Observatory (SAO) 1.2 m telescope equipped
with the 4SHOOTER CCD mosaic camera (Caldwell & Falco
1993)10 at Mount Hopkins, Arizona, during the nights of 2002
December 3 and 4. The 4SHOOTER is an array of four CCDs,
covering a square $250 on a side, with the four chips each ap-
proximately 120 on a side. We used a binning of 2 ; 2, yielding a
plate scale of 0B66 pixel"1. We obtained V- and Cousins I-band
images of selected fields at R:A: ¼ 5h 6h, with declinations
such that they would fall on parts of the sky overlapping each
of the four columns in our QUEST camera scans. Throughout
each night we observed the Landolt (1992) standard fields
PG 0231+051, SA 92, and SA 98 at air masses 1–1.5. We cen-
tered all our target fields on chip 3, the detector with the best
cosmetics. Raw images were bias-subtracted and flattened (with
dome flats) using standard IRAF11 routines. We then performed

aperture photometry on all our frames. Typically we had 12–20
standard stars per night. Our photometric solution was derived
with an rms of 0.02 mag for V and 0.03 mag for IC. In each of
the secondary standard fields we selected stars in the range V ¼
15 18, much fainter than our saturation limit, and bright enough
to yield a good signal-to-noise ratio (S/N). Positions within 0B5
were obtained using the CM1 program (Stock & Abad 1988) to
produce a plate solution for each frame after comparing with
about six reference stars from the Guide Star Catalog.12 This
accuracy is enough for positional matching with our QUEST
camera catalog. Finally, we kept only those stars with more than
seven measurements and not flagged as variable by our variabil-
ity selection scheme (see below). Our final list contains 390 sec-
ondary standards, a robust set of comparison stars that we used to
calibrate the normalized magnitudes computed by our variability
programs from the QUEST camera scans.

2.4. Selection of Candidate Pre–Main-Sequence Stars

Traditional multicolor photometric surveys for pre–main-
sequence stars have relied mainly on color-magnitude and color-
color diagrams to select candidate young stars. This approach
has been feasible for previous studies that dealt with regions
spanning small areas. However, because of the large number of
potential pre–main-sequence stars in our survey and the con-
tamination by large numbers of field stars, this selection method
is too inefficient. We therefore use variability to select candidate
association members.

In Figure 2 of Briceño et al. (2001) we showed that even in
a modest region of $10 deg2 toward Ori OB1b there can be of
order 4000 objects above the zero-age main sequence (ZAMS)
down to V $19:5; after object lists are filtered by our vari-
ability criterion, onlyP10% remain above the ZAMS. More-
over, selection of variable stars above the ZAMS clearly picks a
significant fraction of the young stars in Orion, as shown in
Figure 2, where we compare CMDs for a region in OB1b
(l $ 203#, b$"18#) and a control field (l $195#, b$"31#),
located well off Orion; the Orion field exhibits an excess of
objects above the ZAMS not present in the control field, even
after taking into account that the Orion region has a higher
density of stars because it is closer to the Galactic plane. In the
Orion field the fraction of variables above the ZAMS is 19%,
compared with 10% in the control field, a factor of $2 over-
density. However, the densest concentration of points in the
CMD for the Orion field occurs at roughly 1 mag above the
ZAMS. If we compare this locus in both panels of Figure 2,
the fraction of variables above the ZAMS in the Orion field is a
factor of 3 larger than in the control field.

We tested the reliability of the technique by recovering as
variables the 15 out of 19 previously known pre–main-
sequence objects (Herbig &Bell 1988) among the stars selected
as variable above the ZAMS (see x 3.1). We also used our re-
sults to estimate the minimum number of observations required
to detect a star as variable. We took the data for five of the
Herbig&Bell (1988) stars in our sample and at random took out
data points from each star’s light curve, running the !2 test each
time. Accounting for points rejected because of objects falling

Fig. 1.—The 1 " dispersion of up to 32 V-band magnitude measurements for
$30,000 stars in a 5.2 deg2 portion of the Orion variability survey. Crosses
indicate the stars selected as variable by the !2 test.

10 See http://linmax.sao.arizona.edu/help/FLWO/48/4CCD.primer.html.
11 IRAF is distributed by NOAO, which is operated by AURA, Inc., under

cooperative agreement with the NSF.

12 The Guide Star Catalogue II is a joint project of the Space Telescope
Science Institute (STScI) and the Osservatorio Astronomico di Torino. The
STScI is operated by AURA, Inc., for the National Aeronautics and Space Ad-
ministration under contract NAS5-26555. The participation of the Osservatorio
Astronomico di Torino is supported by the Italian Council for Research in As-
tronomy. Additional support is provided by European Southern Observatory,
Space Telescope European Coordinating Facility, the International GEMINI
project, and the European Space Agency Astrophysics Division.

CIDA VARIABILITY SURVEY OF ORION OB1. I. 911No. 2, 2005

Fig. 2.—CMDs for stars selected as variable. Left: All variables detected in the decl: ¼ "1# strip with R:A: > 5h. Right: Control field off Orion; stars in the same
strip and with R:A: ¼ 4h48m 5h00m.
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Fig. 3.—Sample FAST spectra of newly identified low-mass young stars in Orion. The left panels show the entire spectra from $3800 to 7300 8 , from weak
H!-emitting TTSs at top to CTTSs, with their characteristic strong emission in H!, H", and other lines, in the two bottom left panels. In the right panels we show an
expanded view of the wavelength range around the Li i line at 6707 8; the Ca i line next to it (6718 8) is also clearly visible.



A S T R O M E T R Y

• Much room for improvement below δ < -30º 

• Original plan: 36 epochs/5 years → PMs to 2-4 mas/yr
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github.com/agabrown/PyGaia

Where will GAIA deliver 1% astrometry?

A S T R O M E T R Y

• …but why compete with Gaia? 

John Bochanski

σμ ≈ 0.5 σπ
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SNe remnant S147 (A. Zijlstra & J. Irwin)

IC 1396B (Nick Wright)

5 x 3.5 deg

15’x15’



H - A L P H A  P H O T O M E T R Y

• Hɑ emission common in pre- and post-MS evolution: 

- Accreting young stars (particularly M dwarfs) 

- Unresolved PNe; post-AGB stars 

- Be stars (incl. young Herbig Be) 

- Interacting binaries (symbiotic, accreting systems) 

- H-rich white dwarfs 

- Near-MS A stars and M giants 

• Extragalactic studies (SFR etc…)



H - A L P H A  P H O T O M E T R Y

R. L. M. Corradi et al.: IPHAS and the symbiotic stars. I. 411

Fig. 1. IPHAS colour–colour diagram for different classes of objects. The locus of main-sequence and RGB stars is indicated by the solid and
dotted lines, respectively. Two sequences are shown, corresponding to reddening values E(B − V) = 0 (left) and 4 (right), respectively. The arrow
indicates the reddening vector for normal stars: its length corresponds to 3 mag extinction in V .

Similarly, we have searched for 2MASS counterparts of the
4853 Hα emitters in Witham et al. (2008). For 4330 of them, we
found a 2MASS source within 1 arcsec from the IPHAS coordi-
nates (note that the two sets of data are calibrated into the same
astrometric system). Also, the 2MASS counterpart was identi-
fied for another 8 objects with slightly worse astrometric match.
This makes a total sample of 4338 Hα emitters with 2MASS
magnitudes.

It should be noted that the detection limits of IPHAS (r ≤
19.5 mag for the objects in Witham et al. 2008) and of the
2MASS point-source catalogue (KS ∼ 15 mag) roughly match
the characteristic colours of symbiotic stars. We have considered
a list of 71 known and bright symbiotic stars (r ≤ 14.5 mag):
70% of them have indeed an observed optical-to-near-IR colour
(r − KS) ≥ 4.5. On the average, they are presumably closer and
less reddened than the new symbiotics stars that we aim to de-
tect with IPHAS, for which we then expect to be able to find
a 2MASS counterpart. We are therefore confident that adding
2MASS data does not affect the completeness of our search for
symbiotic stars within IPHAS.

2.4. Follow-up spectroscopy

As the present study was progressing, we started a campaign of
spectroscopic follow-up of the Hα emitters detected by IPHAS.
Accordingly a dozen candidate symbiotic stars, selected as de-
scribed in the next sections, were observed at the INT using

the IDS spectrograph, on nights of May 11, June 14, and
September 9, 2006. Grating R300V was used, which gives a re-
ciprocal dispersion of 1.87 Å per pixel of the 2k× 4k EEV detec-
tor, and a spectral coverage from 3800 to 8500 Å (these figures
slightly vary from night to night). The slit width was 1.1 arcsec
projected on the sky, providing a spectral resolution of 5 Å.
Exposure times were 30 min for the two brighter sources dis-
cussed in Sect. 5, and 2 h for the faintest and more reddened one.
Several spectrophotometric standards were observed during the
night for relative flux calibration. Reduction was performed us-
ing the package onedspec in IRAF. Note that the EEV CCD suf-
fers from significant fringing redward of ∼7000 Å, which was
not possible to remove with the calibration frames obtained dur-
ing those nights. Also, the flux calibration is somewhat uncertain
above 8000 Å because of significant optical aberrations at the
edge of the large format CCD used with IDS.

3. Interpreting the IPHAS and 2MASS colour–colour
diagrams

3.1. The IPHAS colour–colour diagram

Our primary tool for the selection of candidate symbiotic stars
in the Galactic Plane is the IPHAS r−Hα vs. r−i colour–colour
diagram, which is presented and thoroughly discussed in Drew
et al. (2005). It is shown in Fig. 1 for the various classes of ob-
jects considered. In the diagram, the r−Hα axis mainly indicates

Corradi+08 
IPHAS



H - A L P H A  P H O T O M E T R Y

• 658 nm; 12 nm FWHM Hɑ filter from Materion (Barr) 

• 93% transmission 

• Worlds largest (309x309 mm) and most uniform  

• Will be swapped with u filter  
in non-survey time

The happy father after a 
long and painful delivery



H - A L P H A  P H O T O M E T R Y

• UKST SuperCosmos Hɑ Survey (SHS, Parker+05) 

- 4000 deg2 along southern Galactic plane, photographic; R=20.5 

• VST Photometric Hɑ Survey (VPHAS+, Drew+14) 

- 2000 deg2 along northern Galactic plane (b +/- 5º) + bulge 

- VST/OmegaCam; ugri+Hɑ to 20th mag



H - A L P H A  P H O T O M E T R Y

VPHAS+ at January 2014
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108 G. Barentsen et al.

Figure 6. Results of the T Tauri candidate selection towards IC 1396. Green circles show accepted candidates. Red crosses show stars which were rejected
on the basis of their position in the (r′/ r′−i′) colour–magnitude diagram (Fig. 7). The solid line shows the unreddened main-sequence curve from our grid of
simulated colours, while the dashed line shows the selection threshold which serves to remove chromospherically active foreground dwarfs (see text). Grey
dots show 50 000 random field stars having accurate photometry (σr ′ < 0.01). The arrow shows the reddening shift for an M0V-type object being reddened
from AV = 0 to AV = 1.56.

to fall above the threshold. This level of excess is the completeness
limit of our work, which is to be discussed in Section 6.

We then select all sources which are located above the threshold
at the 3σ confidence level:

(r ′ − Hα)star − (r ′ − Hα)threshold > 3σ, (1)

where σ is determined from the photometric uncertainty:

σ =
√

σ 2
(r ′−Hα) + m2 σ 2

(r ′−i′), (2)

with m the local slope of the threshold (m̄ = 0.5).
Fig. 6 shows the result of the selection procedure. We find a to-

tal of 188 unique objects located confidently above the selection
threshold. In the case of multiple photometric detections due to
overlapping or repeated CCD pointings, we averaged the photom-
etry and show the object only once. We note that no extremely
low-mass candidates are found beyond (r′−i′) > 2.5, which is in
agreement with the low density of such objects in IPHAS as previ-
ously found by Valdivielso et al. (2009).

2.4.2 Rejecting candidates on the basis of colour–magnitude

T Tauri stars are not the only Hα-emitting objects in the Galactic
plane. Other stellar objects that may show emission include evolved
massive stars (e.g. Be stars, Wolf–Rayet stars, luminous blue vari-
ables), evolved intermediate-mass stars (e.g. Mira variables, unre-
solved planetary nebulae) and interacting binaries (e.g. cataclysmic
variables, symbiotic stars). We refer to Corradi et al. (2008) for a
discussion on the position of these objects in the IPHAS diagram.

Although it is not possible to confirm T Tauri stars solely on the
basis of IPHAS photometry, these other classes of objects show
significantly lower surface densities towards known star-forming
regions, where faint red young stars have been shown to dominate
the local IPHAS diagrams (Witham et al. 2008, figs 2–3). More-
over, the scarce but often luminous nature of these objects implies
that they will most likely appear as distant background objects, at
large distance moduli that may push them below the sequence of
foreground T Tauri stars in a colour–magnitude diagram.

This effect is demonstrated in Fig. 7, where we placed the selected
candidates in the (r′/r′−i′) diagram. The objects are superimposed
on the model evolutionary tracks and isochrones due to Siess et al.
(2000), which are placed at the mean reddening and distance mod-
ulus of the region (discussed in the next section). A number of blue
objects are seen to fall near or below the 100 Myr isochrone [which
is a good approximation of the zero-age main sequence (ZAMS) for
solar mass stars]. Their position cannot be explained by extinction,
because the reddening vector runs nearly parallel to the isochrones.
Instead, these objects are likely to be background objects not related
to IC 1396.

We remove these suspicious objects from our sample by requiring
that all T Tauri candidates are located confidently (3σ level) above
the 100 Myr isochrone for the region. From our 188 initial candi-
dates, 30 are discarded on this basis (shown as red crosses). We
note that this criterion, combined with the faint magnitude limit
(r′ < 20), will not allow us to detect the older population for
objects below ∼0.4 M⊙, and will somewhat bias the survey to-
wards the nearest part of IC 1396 (where the distance modulus is
smaller).

C⃝ 2011 The Authors, MNRAS 415, 103–132
Monthly Notices of the Royal Astronomical Society C⃝ 2011 RAS

IC 1396 (~2 Myr) 
Barentsen+11

• Pull out excess sources 

- Photometric EWs 

- Mass accretion rates

T Tauri candidates in IC 1396 using IPHAS 107

base. (The other nine objects were classified as extended objects
by the pipeline; six objects because they appear to suffer from flux
contamination due to a very close neighbour, while three objects
appear to suffer from a rapidly spatially varying background.)

In Fig. 4, we show the IPHAS colours of these 109 objects super-
imposed on the grid of simulated lines of constant Hα EW referred
to an appropriately reddened main sequence (zero line emission at
AV = 1.56 ± 0.55, which is the typical reddening found by SA05).
We notice that the CTTSs are well separated from the field stars
(shown as grey points): most are above the −10 Å EW boundary
as predicted by the drawn grid lines. In contrast, the weak-lined
stars fall within the main stellar locus, blending in with normal less-
reddened stars. The fact that reddening raises the EW threshold for
the clean detection of emission line stars is a recognized property
of the IPHAS colour–colour plane (see Drew et al. 2005).

One weak-lined object, named 73-537 in SA05, can be seen to
fall somewhat below the simulated main sequence (solid line in
Fig. 4). The aberrant position is explained by the high reddening
of the object, AV = 3.3, which is an outlier in terms of reddening
compared to the rest of the sample.

To validate the grid in more detail, we interpolated the tracks
to derive Hα EWs for the known T Tauri objects. These values
are then plotted against the spectroscopic values from SA05. The
comparison is shown in Fig. 5. We find a strong correlation between
the photometric and spectroscopic estimates, albeit with a large
scatter of the order of 5 to 10 Å.

The scatter is explained by two reasons. First, photometric errors
and reddening deviations will introduce large relative errors for
weak-lined objects which are positioned close to the reddened main-
sequence line. This dominates the scatter observed for objects with
lines weaker than −10 Å. Secondly, net Hα emission in T Tauri stars
is known to show large natural variations on time-scales as short
as days (e.g. Fernandez et al. 1995; Alencar, Johns-Krull & Basri
2001, Costigan et al., in preparation). For a subset of the objects
considered here, SA06 obtained high-resolution MMT/Hectochelle
spectroscopy at a second epoch. Compared to the Hectospec data,

Figure 4. IPHAS colours of known T Tauri stars in IC 1396 from SA05.
Green squares are CTTS with spectroscopic EWHα stronger than −10 Å.
Red triangles are WTTS with EWHα weaker than −10 Å. The solid line
shows the simulated main-sequence curve at the mean reddening of the
cluster (ĀV = 1.56). Dashed lines show the position of stars at increasing
levels of Hα emission as predicted by our simulated tracks. Grey dots show
field stars in the region. The arrow shows the reddening shift for an M0V-
type object being reddened from AV = 0 to AV = 1.56 (note that the true
reddening tracks are curved in a way that depends on the SED and the
amount of reddening; see Drew et al. 2005).

Figure 5. Comparison of IPHAS photometric EWHα with spectroscopic
values from SA05. The grey dashed line shows the unity relation. The
scatter is thought to be dominated by natural Hα emission variability.

the EWs show a scatter of 33 per cent for emission EWs exceeding
−20 Å (fig. 10 in SA06). In our sample we observe a similar scatter
of 37 per cent for lines stronger than −20 Å which suggests that
the spread is dominated by intrinsic variations.

We confirmed this by recomputing photometric EWs, this time
taking into account the individual reddening values AV for each ob-
ject from SA05, and find that the scatter decreased only marginally.
Knowledge of the individual reddening values does not significantly
improve the estimated line strengths here, because the spread in
reddening is reasonably small for the T Tauri objects in IC 1396
(σAV = 0.55, SA05).

We conclude that the simulated grid and IPHAS photometry can
be used to identify emission-line objects and constrain their Hα

excess with a sufficient degree of confidence for the purpose of our
work, which is to constrain the Hα excess for a very large sample
of stars – over a million objects in the field towards IC 1396 –
in a homogeneous way which is not biased by a pre-selected list
of observing targets. To study a similar amount of objects using
traditional spectroscopy would require so much observing time that
it is effectively impossible.

2.4 Selection strategy

2.4.1 T Tauri selection threshold

We now make a homogeneous selection of T Tauri candidates
based on their position above the main locus of field stars in the
(r′−i′/r′−Hα) diagram. This requires a selection threshold to be es-
tablished relative to the upper edge of the main locus (cf. grey dots
in Fig. 4), which is where unreddened foreground main-sequence
stars are located.

The threshold is chosen such that the foreground stars are ex-
cluded, even when they are chromospherically active. We adopt
the traditional CTTS threshold which requires EWs stronger than
−10 Å for early- and intermediate-type stars. For late-type stars,
which are known to show intense chromospheric activity long after
their formation, we adopt the empirical thresholds found by Barrado
y Navascués & Martı́n (2003) ranging from −11 Å for spectral type
M2V (r′−i′ ∼= 1.2) up to −24 Å for type M6V (r′−i′ ∼= 2.6). The
resulting threshold is shown as a dashed line in Fig. 6.

We stress that the threshold is drawn relative to the unreddened
main-sequence track. Stars at the typical reddening of IC 1396 will
naturally be located slightly lower in the diagram, and will need to
show an excess stronger than roughly −25 Å at all spectral types

C⃝ 2011 The Authors, MNRAS 415, 103–132
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Figure 6. Results of the T Tauri candidate selection towards IC 1396. Green circles show accepted candidates. Red crosses show stars which were rejected
on the basis of their position in the (r′/ r′−i′) colour–magnitude diagram (Fig. 7). The solid line shows the unreddened main-sequence curve from our grid of
simulated colours, while the dashed line shows the selection threshold which serves to remove chromospherically active foreground dwarfs (see text). Grey
dots show 50 000 random field stars having accurate photometry (σr ′ < 0.01). The arrow shows the reddening shift for an M0V-type object being reddened
from AV = 0 to AV = 1.56.

to fall above the threshold. This level of excess is the completeness
limit of our work, which is to be discussed in Section 6.

We then select all sources which are located above the threshold
at the 3σ confidence level:

(r ′ − Hα)star − (r ′ − Hα)threshold > 3σ, (1)

where σ is determined from the photometric uncertainty:

σ =
√

σ 2
(r ′−Hα) + m2 σ 2

(r ′−i′), (2)

with m the local slope of the threshold (m̄ = 0.5).
Fig. 6 shows the result of the selection procedure. We find a to-

tal of 188 unique objects located confidently above the selection
threshold. In the case of multiple photometric detections due to
overlapping or repeated CCD pointings, we averaged the photom-
etry and show the object only once. We note that no extremely
low-mass candidates are found beyond (r′−i′) > 2.5, which is in
agreement with the low density of such objects in IPHAS as previ-
ously found by Valdivielso et al. (2009).

2.4.2 Rejecting candidates on the basis of colour–magnitude

T Tauri stars are not the only Hα-emitting objects in the Galactic
plane. Other stellar objects that may show emission include evolved
massive stars (e.g. Be stars, Wolf–Rayet stars, luminous blue vari-
ables), evolved intermediate-mass stars (e.g. Mira variables, unre-
solved planetary nebulae) and interacting binaries (e.g. cataclysmic
variables, symbiotic stars). We refer to Corradi et al. (2008) for a
discussion on the position of these objects in the IPHAS diagram.

Although it is not possible to confirm T Tauri stars solely on the
basis of IPHAS photometry, these other classes of objects show
significantly lower surface densities towards known star-forming
regions, where faint red young stars have been shown to dominate
the local IPHAS diagrams (Witham et al. 2008, figs 2–3). More-
over, the scarce but often luminous nature of these objects implies
that they will most likely appear as distant background objects, at
large distance moduli that may push them below the sequence of
foreground T Tauri stars in a colour–magnitude diagram.

This effect is demonstrated in Fig. 7, where we placed the selected
candidates in the (r′/r′−i′) diagram. The objects are superimposed
on the model evolutionary tracks and isochrones due to Siess et al.
(2000), which are placed at the mean reddening and distance mod-
ulus of the region (discussed in the next section). A number of blue
objects are seen to fall near or below the 100 Myr isochrone [which
is a good approximation of the zero-age main sequence (ZAMS) for
solar mass stars]. Their position cannot be explained by extinction,
because the reddening vector runs nearly parallel to the isochrones.
Instead, these objects are likely to be background objects not related
to IC 1396.

We remove these suspicious objects from our sample by requiring
that all T Tauri candidates are located confidently (3σ level) above
the 100 Myr isochrone for the region. From our 188 initial candi-
dates, 30 are discarded on this basis (shown as red crosses). We
note that this criterion, combined with the faint magnitude limit
(r′ < 20), will not allow us to detect the older population for
objects below ∼0.4 M⊙, and will somewhat bias the survey to-
wards the nearest part of IC 1396 (where the distance modulus is
smaller).
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base. (The other nine objects were classified as extended objects
by the pipeline; six objects because they appear to suffer from flux
contamination due to a very close neighbour, while three objects
appear to suffer from a rapidly spatially varying background.)

In Fig. 4, we show the IPHAS colours of these 109 objects super-
imposed on the grid of simulated lines of constant Hα EW referred
to an appropriately reddened main sequence (zero line emission at
AV = 1.56 ± 0.55, which is the typical reddening found by SA05).
We notice that the CTTSs are well separated from the field stars
(shown as grey points): most are above the −10 Å EW boundary
as predicted by the drawn grid lines. In contrast, the weak-lined
stars fall within the main stellar locus, blending in with normal less-
reddened stars. The fact that reddening raises the EW threshold for
the clean detection of emission line stars is a recognized property
of the IPHAS colour–colour plane (see Drew et al. 2005).

One weak-lined object, named 73-537 in SA05, can be seen to
fall somewhat below the simulated main sequence (solid line in
Fig. 4). The aberrant position is explained by the high reddening
of the object, AV = 3.3, which is an outlier in terms of reddening
compared to the rest of the sample.

To validate the grid in more detail, we interpolated the tracks
to derive Hα EWs for the known T Tauri objects. These values
are then plotted against the spectroscopic values from SA05. The
comparison is shown in Fig. 5. We find a strong correlation between
the photometric and spectroscopic estimates, albeit with a large
scatter of the order of 5 to 10 Å.

The scatter is explained by two reasons. First, photometric errors
and reddening deviations will introduce large relative errors for
weak-lined objects which are positioned close to the reddened main-
sequence line. This dominates the scatter observed for objects with
lines weaker than −10 Å. Secondly, net Hα emission in T Tauri stars
is known to show large natural variations on time-scales as short
as days (e.g. Fernandez et al. 1995; Alencar, Johns-Krull & Basri
2001, Costigan et al., in preparation). For a subset of the objects
considered here, SA06 obtained high-resolution MMT/Hectochelle
spectroscopy at a second epoch. Compared to the Hectospec data,

Figure 4. IPHAS colours of known T Tauri stars in IC 1396 from SA05.
Green squares are CTTS with spectroscopic EWHα stronger than −10 Å.
Red triangles are WTTS with EWHα weaker than −10 Å. The solid line
shows the simulated main-sequence curve at the mean reddening of the
cluster (ĀV = 1.56). Dashed lines show the position of stars at increasing
levels of Hα emission as predicted by our simulated tracks. Grey dots show
field stars in the region. The arrow shows the reddening shift for an M0V-
type object being reddened from AV = 0 to AV = 1.56 (note that the true
reddening tracks are curved in a way that depends on the SED and the
amount of reddening; see Drew et al. 2005).

Figure 5. Comparison of IPHAS photometric EWHα with spectroscopic
values from SA05. The grey dashed line shows the unity relation. The
scatter is thought to be dominated by natural Hα emission variability.

the EWs show a scatter of 33 per cent for emission EWs exceeding
−20 Å (fig. 10 in SA06). In our sample we observe a similar scatter
of 37 per cent for lines stronger than −20 Å which suggests that
the spread is dominated by intrinsic variations.

We confirmed this by recomputing photometric EWs, this time
taking into account the individual reddening values AV for each ob-
ject from SA05, and find that the scatter decreased only marginally.
Knowledge of the individual reddening values does not significantly
improve the estimated line strengths here, because the spread in
reddening is reasonably small for the T Tauri objects in IC 1396
(σAV = 0.55, SA05).

We conclude that the simulated grid and IPHAS photometry can
be used to identify emission-line objects and constrain their Hα

excess with a sufficient degree of confidence for the purpose of our
work, which is to constrain the Hα excess for a very large sample
of stars – over a million objects in the field towards IC 1396 –
in a homogeneous way which is not biased by a pre-selected list
of observing targets. To study a similar amount of objects using
traditional spectroscopy would require so much observing time that
it is effectively impossible.

2.4 Selection strategy

2.4.1 T Tauri selection threshold

We now make a homogeneous selection of T Tauri candidates
based on their position above the main locus of field stars in the
(r′−i′/r′−Hα) diagram. This requires a selection threshold to be es-
tablished relative to the upper edge of the main locus (cf. grey dots
in Fig. 4), which is where unreddened foreground main-sequence
stars are located.

The threshold is chosen such that the foreground stars are ex-
cluded, even when they are chromospherically active. We adopt
the traditional CTTS threshold which requires EWs stronger than
−10 Å for early- and intermediate-type stars. For late-type stars,
which are known to show intense chromospheric activity long after
their formation, we adopt the empirical thresholds found by Barrado
y Navascués & Martı́n (2003) ranging from −11 Å for spectral type
M2V (r′−i′ ∼= 1.2) up to −24 Å for type M6V (r′−i′ ∼= 2.6). The
resulting threshold is shown as a dashed line in Fig. 6.

We stress that the threshold is drawn relative to the unreddened
main-sequence track. Stars at the typical reddening of IC 1396 will
naturally be located slightly lower in the diagram, and will need to
show an excess stronger than roughly −25 Å at all spectral types
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Figure 6.2 Simulated SkyMapper (r� i), (r�H↵) colour plane, illustrating the e�ects of adding H↵ emission of
increasing equivalent width to Pickles (1998) empirical spectra. The shape of the as-yet unconstructed H↵ filter
is approximated by a Gaussian centred on 6563 Å with a FWHM of 100 Å. Blue and green squares show the
result of synthetic photometry on ⌘ and ✏ Cha spectra from Lyo et al. (2004a, 2008), respectively. The two stars
with photometric equivalent widths >100 Å are the ⌘ Cha CTTS ECHA J0843.3�7905 and ✏ Cha 11.

Variability

Young stars are well-known for their variability. The variation can be irregular (due to
flares, accretion) or periodic (rotational modulation of star-spots), with amplitudes up to
a few magnitudes and on timescales of hours to weeks. Although variability is neither a
su�cient nor necessary indicator of youth, the utility of selecting candidates by variability
in conjunction with broad-band colours has proved e�ective in large surveys (Briceño et al.
2001, 2005; Lamm et al. 2004). With a maximum of nine epochs per filter at staggered
intervals (hours, days, weeks, months, years), SkyMapper light curves will not be densely
sampled so no periodicity information will be available. However, in their survey for young
stars in Orion, Briceño et al. (2005) showed that ⇠5 observations are enough to obtain a
reliable detection of variability, even at low signal-to-noise. Furthermore, we can examine
variability in all six bands, which should aid in reducing contamination from noisy sources.

H↵ photometry

H↵ emission is endemic in pre–main sequence stars. Strong (�5–10 Å) emission is usually
indicative of an accretion flow from a circumstellar disk (Chapter 3) and can be detected
photometrically with narrow-band H↵ filters (e.g. Sung et al. 2008; Barentsen et al. 2011).

η & ε Cha (~3-8 Myr)

PhD thesis
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• Degeneracy between M, 
age, A0 and Hɑ emission 

• Bayesian network 

• Priors on M,d,age,dM/dt 
Rin (disk truncation) & A0 

• Compare model (r,i,Hɑ)  
to observations 

• Sample joint distribution  
using MCMC

Bayesian inference of T Tauri star properties 1985

Figure 3. Bayesian network representing the dependencies between the
variables in our inference model. Nodes which are not directly connected
represent variables which are conditionally independent of each other given
their parents.

variables which are assumed to be conditionally independent of
each other given their parents.

(iii) The graph should not have directed cycles, this would be a
sign of recursive reasoning.

The Bayesian network for our model is shown in Fig. 3. For
example, the graph shows arrows pointing from M⋆ and τ to the
intrinsic SED, which represents our assumption that we only need
to know M⋆ and τ to infer SEDint, i.e.

P (SEDint | θ , d) = P (SEDint | M∗, τ ). (8)

We may use this property to simplify the formulation of P (θ , d) as
follows. Let (n1, . . . , nk) be the set of all variables. The chain rule
allows us to write its joint distribution as a product of conditional
probabilities:

P (n1, . . . , nk) =
k∏

i=1

P (ni | ni+1, . . . , nk). (9)

Given the specification of a Bayesian network over all nodes ni,
equation (9) may be simplified using the property of conditional
independence:

P (n1, . . . , nk) =
k∏

i=1

P (ni | Parents(ni)), (10)

where Parents(ni) is the set of nodes which have an arrow pointing
to ni in the network, and Parents(ni) ⊆ {ni+1, . . . , nk}. The last
condition can always be satisfied by pre-ordering the nodes in a
way that is consistent with the partial order given by the network.

P (θ , d) can now be written as the product of a series of lower
dimensional distributions:

P (θ, d) =
k∏

i=1

P (ni | Parents(ni)) (11)

= P (M∗) × P (τ ) × P (Ṁacc) (12)

× P (Rin) × P (d) × P (A0) (13)

× P (SEDint | M∗, τ ) (14)

× P (LHα | M∗, τ , Ṁacc, Rin) (15)

× P (EWHα | LHα, SEDint) (16)

× P (SEDapp | SEDint, EWHα, d, A0) (17)

× P (SEDobs | SEDapp). (18)

It is trivial to see that rewriting the equation in this way makes it far
easier to define our probabilistic model, which is now a combina-
tion of small hierarchical ‘submodels’. The models for parameters
which do not have parents are called the priors (equations 12 and
13), whilst the others are called the likelihoods (equations 14–18).
In what follows we explain how each of the above factors are
computed, which acts as a formal specification of our parameter
inference model.

2.3 Priors and likelihoods

2.3.1 Priors

A challenge that comes with the use of Bayes’ theorem is the
choice of the priors. We should not shy away from this task how-
ever, as there is no inference without assumptions. Being forced
to define them in a clear way can be seen as an advantage over
other methods (e.g. χ2 fitting bears the implicit assumption of uni-
form priors on the free parameters, yet the consequence of this
assumption is rarely considered). In the case of our most influ-
ential prior, P(A0), we will quantify the extent of its influence in
Section 5.4.

The prior distributions are summarized in Table 2 and explained
as follows.

(i) P(M⋆): the mass prior follows the initial mass function (IMF)
due to Kroupa (2001), truncated between 0.1 and 7 M⊙ which are
the limits of the stellar evolutionary model that we adopt in what
follows. Objects outside this range are either saturated or fall below
the detection limit of the IPHAS survey and so these truncation
limits do not affect our results, other than constraining the parameter
space to a sensible domain.

(ii) P(τ ): the age prior is assumed uniform in the logarithm and
truncated between 0.1 and 100 Myr, which again corresponds to the
limits of the evolutionary model.

(iii) P(Ṁacc): the accretion rate prior is assumed uniform in the
logarithm and is truncated between 10−15 and 10−2 M⊙ yr−1.

Table 2. Summary of priors. U (min, max) denotes a uni-
form distribution, while N (µ, σ ) denotes a Gaussian.

Prior Distribution

P(M⋆) ∼
{

M∗
−1.3 if 0.1 < M∗ < 0.5

0.5 M∗
−2.3 if 0.5 ≤ M∗ < 7

P(log τ ) ∼ U (5, 8)
P(log Ṁacc) ∼ U (−15,−2)
P(Rin) ∼ N (5, σ = 2) (Rin > 1)
P(d) ∼ N (760, σ = 5)
P(log A0) ∼ N (−0.27, σ = 0.46)
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Figure 4. Normalized 2D histograms of the distribution of points in the MCMC for object C11059 (r′ = 19.4 ± 0.03; r′ − Hα = 1.3 ± 0.04; r′ − i′ =
1.9 ± 0.04; i′ − J = 2.1 ± 0.06). These histograms trace the posterior distributions marginalized over all other parameters. Blue regions show areas in the
parameter space with low probability, red areas show areas with high probability.

Figure 5. Histograms for object C15152 (r′ = 16.3 ± 0.002; r′ − Hα = 0.8 ± 0.004; r′ − i′ = 1.4 ± 0.003; i′ − J = 1.7 ± 0.02). Compared to the first
example, this is a brighter object with near-zero Hα emission and a slightly higher mass. The probability region is marginally more condensed owing to the
smaller photometric uncertainties.

Figure 6. Histograms for object C29493 (r′ = 19.3 ± 0.04; r′ − Hα = 0.7 ± 0.08; r′ − i′ = 2.0 ± 0.05; i′ − J = 3.1 ± 0.04). Compared to the first
example shown in Fig. 4, the i′ − J colour is significantly redder which results in a higher extinction. We also draw attention to the banana-like shape of the
high-probability region, which is a result of changes in the direction of the model isochrones relative to the reddening vector.

the properties of the star). For this reason, we decided to sample
each object in 250 000 points such that the total number of points
is at least three orders of magnitude larger than the auto-correlation
effect (i.e. at least 1000 truly independent samples are obtained for
each object).

It is likely that our application would profit from recent advances
in MCMC algorithms which claim to reduce the auto-correlation
effect considerably. We draw the reader’s attention to an implemen-
tation of such algorithm made available by Foreman-Mackey et al.
(2012) which we intend to evaluate in future work.

2.5 Results of the sampling procedure

To verify the reliability of our procedure, the sampling was carried
out using five independent walks of 50 000 steps, each starting
at randomized positions (with a burn-in length of 1000 steps). We
consistently found these independent chains to converge to the same
parameter-space regions of high likelihood within a few hundred

iterations, i.e. fast convergence towards a global maximum was
reached in all cases.

We visualized the samplings by means of 2D histograms (Figs 4–
7), which trace the posterior marginalized over all other parameters.
The first two examples (Figs 4 and 5) are representative for the vast
majority of objects in our study which show low levels of extinc-
tion (A0 < 1). The main difference is that the first example shows
evidence for Hα emission, whereas the second example does not.

Non-typical examples are shown in Figs 6 and 7. These objects
have (i′ − J) colours which are significantly redder compared to the
first two examples, in a way that is consistent with a higher level of
extinction. We note that the uncertainties are significantly larger for
these more highly reddened objects. This is a result of our decision
to adopt a log-normal extinction prior with a peak near A0 = 0.5 and
a long tail towards higher values (corresponding to the empirical
distribution for the region which we adopted in Section 2.3).

If we had not included this prior information then the uncertainty
in Figs 4 and 5 would have been similar to that in Figs 6 and 7.
In other words, whilst our data set offers a rough constraint on the
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1.9 ± 0.04; i′ − J = 2.1 ± 0.06). These histograms trace the posterior distributions marginalized over all other parameters. Blue regions show areas in the
parameter space with low probability, red areas show areas with high probability.

Figure 5. Histograms for object C15152 (r′ = 16.3 ± 0.002; r′ − Hα = 0.8 ± 0.004; r′ − i′ = 1.4 ± 0.003; i′ − J = 1.7 ± 0.02). Compared to the first
example, this is a brighter object with near-zero Hα emission and a slightly higher mass. The probability region is marginally more condensed owing to the
smaller photometric uncertainties.

Figure 6. Histograms for object C29493 (r′ = 19.3 ± 0.04; r′ − Hα = 0.7 ± 0.08; r′ − i′ = 2.0 ± 0.05; i′ − J = 3.1 ± 0.04). Compared to the first
example shown in Fig. 4, the i′ − J colour is significantly redder which results in a higher extinction. We also draw attention to the banana-like shape of the
high-probability region, which is a result of changes in the direction of the model isochrones relative to the reddening vector.

the properties of the star). For this reason, we decided to sample
each object in 250 000 points such that the total number of points
is at least three orders of magnitude larger than the auto-correlation
effect (i.e. at least 1000 truly independent samples are obtained for
each object).

It is likely that our application would profit from recent advances
in MCMC algorithms which claim to reduce the auto-correlation
effect considerably. We draw the reader’s attention to an implemen-
tation of such algorithm made available by Foreman-Mackey et al.
(2012) which we intend to evaluate in future work.

2.5 Results of the sampling procedure

To verify the reliability of our procedure, the sampling was carried
out using five independent walks of 50 000 steps, each starting
at randomized positions (with a burn-in length of 1000 steps). We
consistently found these independent chains to converge to the same
parameter-space regions of high likelihood within a few hundred

iterations, i.e. fast convergence towards a global maximum was
reached in all cases.

We visualized the samplings by means of 2D histograms (Figs 4–
7), which trace the posterior marginalized over all other parameters.
The first two examples (Figs 4 and 5) are representative for the vast
majority of objects in our study which show low levels of extinc-
tion (A0 < 1). The main difference is that the first example shows
evidence for Hα emission, whereas the second example does not.

Non-typical examples are shown in Figs 6 and 7. These objects
have (i′ − J) colours which are significantly redder compared to the
first two examples, in a way that is consistent with a higher level of
extinction. We note that the uncertainties are significantly larger for
these more highly reddened objects. This is a result of our decision
to adopt a log-normal extinction prior with a peak near A0 = 0.5 and
a long tail towards higher values (corresponding to the empirical
distribution for the region which we adopted in Section 2.3).

If we had not included this prior information then the uncertainty
in Figs 4 and 5 would have been similar to that in Figs 6 and 7.
In other words, whilst our data set offers a rough constraint on the
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Extinction mapping with IPHAS 501

Figure 6. Main sequences where extinctions equivalent to AV = 0 (black,
left-hand side), 4 (red, middle), 8 (green, right-hand side) for an A0V star
have been applied. The dashed black lines show the loci of A3V (bottom),
G5V (middle) and M4V (top) stars under increasing extinction.

2.5 Extinction and reddening

It is very important to note that, in the IPHAS colour–colour plane,
the reddening vector is at a significant angle with respect to the
majority of the main sequence (see Fig. 6). This makes it possible
to derive accurate estimates of intrinsic (r′ − i′) colour and extinction
simultaneously. For colours based on other commonly used filter
sets such as u′ g′ r′ i′ z′ or JHK, the reddening vector is almost
parallel to the main sequence, creating degeneracy in the available
(intrinsic colour, extinction) solutions. This property of the IPHAS
colour–colour plane is a result of the strong intrinsic (r′ − i′) colour
sensitivity of the (r′ − Hα) colour, whilst its response to reddening is
weak compared to that of broad-band colours. The former property
is due to (r′ − Hα) being a proxy for the Hα equivalent width,
which itself is strongly dependent on intrinsic (r′ − i′) colour.

In many applications in astrophysics it is acceptable to treat the
ratio RV = AV /E(B − V) as constant across a wide range of ob-
jects, so that extinction can easily be calculated from reddening and
vice-versa. However, as pointed out by McCall (2004) this is not
in general true, as the extinction integrated across a given broad-
band filter is a function of the SED of the observed object and the
amount and wavelength dependence of the extinction it has expe-
rienced. McCall (2004) suggests that monochromatic measures of
extinction should be used, in preference to broad-band measures,
as they are independent of the observed objects’ SEDs. Follow-
ing this concept, MEAD measures a monochromatic extinction at
6250 Å (A6250). This is near the effective wavelength of the r′ filter in
the INT system (i.e. taking into account the WFC and atmospheric
response). If the intrinsic colour of the observed object is known it
will then be possible to convert to and from more commonly used
broad-band measures. In this study, we will refer to monochro-
matic extinctions in discussions of the simulated photometry, while
extinctions derived from real data that are compared with the lit-
erature will be presented as broad-band values, Ar ′ . The extinction
at r′ is preferred to the extinction in the V band for the reasons
discussed by Cardelli, Clayton & Mathis (1989). Section 4.10 in-
vestigates the ability of MEAD to change between monochromatic
and broad-band measures of extinction as R is varied. By choosing
to normalize the extinction law to a wavelength in the middle of the
range studied the systematic error produced by uncertainty in the
value of R is minimized.

This paper adopts the extinction laws of Fitzpatrick (2004) for
the calculation of extinction values in different filters as a function
of A6250. Fortunately, this study avoids the problematic ultraviolet
region where extinction laws are characterized by several variables,

Figure 7. The coefficient br ′ against initial (r′ − i′) for the Straižys &
Kuriliene (1981) main sequence. Note that the coefficients ar ′ and cr ′ ,
multiplying the squared and constant terms, are roughly 103 times smaller
than br ′ .

which are uncorrelated with R (Fitzpatrick & Massa 2007). Here, the
focus is on the IR/optical region where the wavelength dependence
of extinction is well defined by R only. Following Savage & Mathis
(1979) and Howarth (1983), we assumed that R = 3.1, so as to
represent an average Galactic sightline.

The calibration of the broad-band extinctions to A6250 was per-
formed using the Munari et al. (2005) library to represent the
Straižys & Kuriliene (1981) sequences. Fitting was performed by
linear regression of a quadratic polynomial to the data, over a range
of 0 ≤ A6250 < 10, the functions returned, for a band X, are expressed
as follows: AX = aXA2

6250 + bXA6250 + cX .
Fig. 6 demonstrates the effect of extinction on several different

spectral types in the (r′ − i′, r′ − Hα) plane. Despite being cos-
metically similar, there are significant differences in the response
to extinction of different spectral types. Fig. 7 demonstrates the
variation of the coefficient for the leading linear term in the fits. For
objects with types in the critical range A3 to K4 (0.05 ≤ (r′ − i′) <

0.55) there is a particularly simple linear relation between this fit
coefficient and intrinsic (r′ − i′) colour, as can also be seen in Fig. 7.

The differing responses to rising extinction of different spectral
types are illustrated by the extreme examples of A3V and M4V
stars: in Fig. 6 these two types limit the plotted (r′ − Hα) range
of the main sequence. As more extinction is applied, the (r′ −
Hα) range spanned shrinks because the A3V star is reddened more
quickly in this colour.

3 MEAD: AN ALGORITHM TO DETERMINE
EXTINCTION–DISTANCE RELATIONS

3.1 Concept

The basic principle of this paper is that we wish to determine the
distance and intervening extinction to a large sample of objects in
the IPHAS data base. From the observations, we have three observed
parameters for each object, namely the r′, i′ and Hα magnitudes,
with errors on each. In order to determine the distance to an object
by photometric parallax, we must determine its absolute magnitude
and extinction. The simplest way to estimate absolute magnitude is
to determine the intrinsic colour and luminosity class of the object.
Thus for each object we have three parameters we wish to determine
(extinction, luminosity class and intrinsic colour) and three observed
parameters.

As described in Section 2, it is possible to ascertain the spectral
class and monochromatic extinction of an object from its position on
the colour–colour plane. But, there are two main sources of degen-
eracy in this process. The first is caused by the fact that reddening
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Figure 21. The retrieved extinction–distance relationship for (l, b) = (177.6,
3.1) (field 2849), for a 10 × 10-arcmin2 box. The distance–extinction re-
lationship derived in this paper is in black, with the error bars indicated
the errors on the derived mean value of extinction in each bin. The result
of Neckel et al. (1980) is in green, the Schlegel et al. (1998) asymptotic
value is shown with the blue dashed line and the distance and extinction of
NGC 2099 as found by Hartman et al. (2008) is shown in red. Estimates of
extinction and distance for 752 objects have been binned up to produce the
distance–extinction relationship.

Figure 22. As with Fig. 21, only here the error bars indicate the estimated
intrinsic variation of extinction in the bin.

literature, are shown in Figs 21 and 22. The difference between
the two plots is that in the first the errors on the estimated value
of extinction for each bin are marked (these arise from systematic
and random errors involved in obtaining the photometry), while in
the second, the error bars reflect the intrinsic scatter that is a conse-
quence of the existence of unresolved substructure in the interstellar
medium. Both of these must be known to estimate the distance of
an object based on its extinction and the distance–extinction rela-
tionship. Using the distance–extinction relationship shown above
and the Hartman et al. (2008) estimate of reddening, the distance
to NGC 2099 is estimated to be 2.0 ± 0.9 kpc, where the large
error is a result of the extinction–distance relationship flattening off
between ∼2 and ∼3 kpc. Based on the distance to W3OH of 1.95
± 0.04 kpc (Xu et al. 2006), this void in extinction would appear to
lie directly behind the Perseus spiral arm.

Nilakshi & Sagar (2002) measure a reddening of E(B − V) =
0.30 ± 0.04 and a distance of 1.36 ± 0.1 kpc to NGC 2099, this
estimate is a significantly poorer fit to derived distance–extinction
relation than the estimate of Hartman et al. (2008). The cause of
the difference between these two results appears to be the adopted
metallicity: Hartman et al. (2008) adopt a nearly solar value, while
Nilakshi & Sagar (2002) prefer a reduced metallicity of Z = 0.008.
If all objects were assumed to have fainter absolute magnitudes, in
line with the Nilakshi & Sagar (2002) metallicity, the distance and

Figure 23. Distance–extinction relationships for the IPHAS field 5985, in
Cyg OB2, which has been divided into four quadrants. The relationship for
the south-east quadrant is indicated by black dots, the south-west by red
crosses, the north east by green open diamonds and the north-west by blue
triangles. Also shown are the mean distance extinction curves for fields 6010
(black solid line) and 6134 (red dashed line).

extinction determined by Hartman et al. (2008) remains a better fit
to the produced distance–extinction relation.

5.3 Cygnus OB2

A potentially difficult environment for MEAD to operate in is one
with substantial ongoing star formation (Section 4.11). In such re-
gions there will be relatively large numbers of PMS objects which
are not explicitly identified in the algorithm and therefore may be
more subject to misclassification, and in addition any O and B
stars present will be mistaken for A/F stars. One such region is the
Cygnus OB2 association. Cyg OB2 has been extensively studied
in the past, and in particular Drew et al. (2008) utilized IPHAS
photometry to study the positions of early-A stars around the as-
sociation, concluding that it lies at a distance between 1.45 and
1.75 kpc, with the range in distances a result of uncertainty in the
age of the association.

IPHAS fields 5985 and 6010 look towards the approximate centre
of the Cygnus OB2 association, having field centres at (l, b) =
(80.3, 1.2) and (l, b) = (80.2, 0.7), respectively. Fig. 23 show the
derived distance–extinction relationships for these fields: in both
cases a substantial increase in extinction is apparent at ∼1.5 kpc.
This rise in extinction would therefore appear to be associated with
Cygnus OB2 association. In field 5985 the extinction flattens out and
approaches its asymptotic value. This flattening is not seen in the
results for field 6010 – most likely due to the extinction continuing
to rise significantly beyond Cyg OB2, placing most objects outside
the magnitude limits of the observations. Schlegel et al. (1998) find
significantly higher values of asymptotic extinction in field 6010
than in 5985, consistent with this (see also Drew et al. 2008).

The range over which the extinction sharply rises in field 5985
is ∼400 pc. It is not likely that the extinction associated with the
Cygnus OB2 association itself is this deep, but rather that the cu-
mulative errors are inducing a smoothing of the distance–extinction
relationship (a point commented on by Jurić et al. 2008). Using the
Monte Carlo method for simulating photometry, it is possible to
produce a result similar to the ones displayed in both fields with the
extra extinction confined to a depth of !100 pc at a distance of (1.5
± 0.2) kpc in the model.

A second method for determining the distance to the Cygnus OB2
association is to determine the ratio of the number of younger stars to
a sample with longer lifetimes along the line of sight. Early A (A0–
5) near MS stars were used as the younger population due to their
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Figure 21. The retrieved extinction–distance relationship for (l, b) = (177.6,
3.1) (field 2849), for a 10 × 10-arcmin2 box. The distance–extinction re-
lationship derived in this paper is in black, with the error bars indicated
the errors on the derived mean value of extinction in each bin. The result
of Neckel et al. (1980) is in green, the Schlegel et al. (1998) asymptotic
value is shown with the blue dashed line and the distance and extinction of
NGC 2099 as found by Hartman et al. (2008) is shown in red. Estimates of
extinction and distance for 752 objects have been binned up to produce the
distance–extinction relationship.

Figure 22. As with Fig. 21, only here the error bars indicate the estimated
intrinsic variation of extinction in the bin.

literature, are shown in Figs 21 and 22. The difference between
the two plots is that in the first the errors on the estimated value
of extinction for each bin are marked (these arise from systematic
and random errors involved in obtaining the photometry), while in
the second, the error bars reflect the intrinsic scatter that is a conse-
quence of the existence of unresolved substructure in the interstellar
medium. Both of these must be known to estimate the distance of
an object based on its extinction and the distance–extinction rela-
tionship. Using the distance–extinction relationship shown above
and the Hartman et al. (2008) estimate of reddening, the distance
to NGC 2099 is estimated to be 2.0 ± 0.9 kpc, where the large
error is a result of the extinction–distance relationship flattening off
between ∼2 and ∼3 kpc. Based on the distance to W3OH of 1.95
± 0.04 kpc (Xu et al. 2006), this void in extinction would appear to
lie directly behind the Perseus spiral arm.

Nilakshi & Sagar (2002) measure a reddening of E(B − V) =
0.30 ± 0.04 and a distance of 1.36 ± 0.1 kpc to NGC 2099, this
estimate is a significantly poorer fit to derived distance–extinction
relation than the estimate of Hartman et al. (2008). The cause of
the difference between these two results appears to be the adopted
metallicity: Hartman et al. (2008) adopt a nearly solar value, while
Nilakshi & Sagar (2002) prefer a reduced metallicity of Z = 0.008.
If all objects were assumed to have fainter absolute magnitudes, in
line with the Nilakshi & Sagar (2002) metallicity, the distance and

Figure 23. Distance–extinction relationships for the IPHAS field 5985, in
Cyg OB2, which has been divided into four quadrants. The relationship for
the south-east quadrant is indicated by black dots, the south-west by red
crosses, the north east by green open diamonds and the north-west by blue
triangles. Also shown are the mean distance extinction curves for fields 6010
(black solid line) and 6134 (red dashed line).

extinction determined by Hartman et al. (2008) remains a better fit
to the produced distance–extinction relation.

5.3 Cygnus OB2

A potentially difficult environment for MEAD to operate in is one
with substantial ongoing star formation (Section 4.11). In such re-
gions there will be relatively large numbers of PMS objects which
are not explicitly identified in the algorithm and therefore may be
more subject to misclassification, and in addition any O and B
stars present will be mistaken for A/F stars. One such region is the
Cygnus OB2 association. Cyg OB2 has been extensively studied
in the past, and in particular Drew et al. (2008) utilized IPHAS
photometry to study the positions of early-A stars around the as-
sociation, concluding that it lies at a distance between 1.45 and
1.75 kpc, with the range in distances a result of uncertainty in the
age of the association.

IPHAS fields 5985 and 6010 look towards the approximate centre
of the Cygnus OB2 association, having field centres at (l, b) =
(80.3, 1.2) and (l, b) = (80.2, 0.7), respectively. Fig. 23 show the
derived distance–extinction relationships for these fields: in both
cases a substantial increase in extinction is apparent at ∼1.5 kpc.
This rise in extinction would therefore appear to be associated with
Cygnus OB2 association. In field 5985 the extinction flattens out and
approaches its asymptotic value. This flattening is not seen in the
results for field 6010 – most likely due to the extinction continuing
to rise significantly beyond Cyg OB2, placing most objects outside
the magnitude limits of the observations. Schlegel et al. (1998) find
significantly higher values of asymptotic extinction in field 6010
than in 5985, consistent with this (see also Drew et al. 2008).

The range over which the extinction sharply rises in field 5985
is ∼400 pc. It is not likely that the extinction associated with the
Cygnus OB2 association itself is this deep, but rather that the cu-
mulative errors are inducing a smoothing of the distance–extinction
relationship (a point commented on by Jurić et al. 2008). Using the
Monte Carlo method for simulating photometry, it is possible to
produce a result similar to the ones displayed in both fields with the
extra extinction confined to a depth of !100 pc at a distance of (1.5
± 0.2) kpc in the model.

A second method for determining the distance to the Cygnus OB2
association is to determine the ratio of the number of younger stars to
a sample with longer lifetimes along the line of sight. Early A (A0–
5) near MS stars were used as the younger population due to their
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Table 1. Multi-epoch WiFeS observations.

UTC of Hα EW v10 width RV Other
observation (Å) (km s−1) (km s−1) lines

2MASS vo0801−8058
2010 January 25 13:57 −6 152 13.7
2010 January 27 12:35 −6 148 23.7
2010 January 28 12:11 −6 153 17.8 He I

2010 February 19 11:45 −20 346 21.3 He I

2010 April 28 09:04 −6 176 15.7
2010 April 29 09:05 −6 160 20.9
2010 April 30 10:15 −27 324 23.0 He I, Na D
2010 May 1 13:14 −7 178 18.5
2010 June 3 09:05 −7 159 20.0
2MASS 0820−8003
2010 January 25 14:45 −23 331 17.2 He I

2010 February 19 10:28 −40 425 16.5 He I

2010 February 20 10:27 −24 260 18.8 He I

2010 April 27 12:05 −27 238 14.1 He I, Na D
2010 April 28 10:14 −17 263 18.9
2010 April 28 15:23 −15 262 18.7
2010 April 29 10:16 −17 282 20.6
2010 April 29 15:05 −16 275 21.4
2010 April 30 09:05 −17 237 20.0
2010 April 30 11:30 −15 224 17.9
2010 April 30 12:50 −16 210 18.4
2010 May 1 12:02 −17 262 17.6
2010 June 3 10:15 −17 215 18.9
2MASS 0820−8003 (Magellan/MIKE)
2010 May 11 23:41 −22 238 17.4 He I

(2009) have shown that due to the strong dependence of v10 on the
shape of the Hα line profile, the Ca II 8662 Å line flux is perhaps a
more reliable quantitative diagnostic of the accretion rate. The Hα

v10 width has a well-established record as an accretion indicator
and despite the caveats put forward by Nguyen et al. (2009), we
use it here for comparison to previous studies and the fact that our
wavelength coverage does not extend past 7100 Å. Fig. 1 shows
an equivalent width–v10 (EW–v10) diagram for our observations of
2MASS 0801 and 2MASS 0820, with η Cha members observed by
Jayawardhana et al. (2006) and Lawson, Lyo & Muzerolle (2004)
for comparison. Measurements of the EW and v10 for each star are
listed in Table 1. We estimate an uncertainty of ±1 Å for the EWs
and ±10 km s−1 in v10, primarily due to uncertainties in defining
the pseudo-continuum around the broad Hα lines at this spectral
resolution. Both stars show substantial variation in the EW–v10

space, with the scatter more pronounced in 2MASS 0820.
Lawson et al. (2004) observed the cluster at high resolution and

found a similar EW variation of two to three times for RECX 5,
9 and 11 when compared to the discovery measurements of Ma-
majek, Lawson & Feigelson (1999). Jayawardhana et al. (2006)
obtained three to eight epochs of Magellan/MIKE echelle data for
11 η Cha members during 2004 December–2005 March. They re-
port variations in EW and v10 in some stars similar to those seen
in 2MASS 0801 and 0820 with 35 per cent v10 and 50 per cent
EW variations in the maximal cases. In Fig. 1, we compare the
measurements of these two groups. In general, there is a good
agreement between the two sets of measurements, with RECX 9,
RECX 11 and ECHA J0843.3 all clearly accretors in both studies.
RECX 7 is a known non-accreting SB2 spectroscopic binary (Lyo
et al. 2003), which explains the broad linewidth but low EW in
the Jayawardhana et al. observations. Lawson et al. (2004) classify
RECX 5 as accreting with v10 > 300 km s −1 from their 2002 ob-
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Figure 1. Hα EW versus the Hα velocity width at 10 per cent peak inten-
sity (v10) for 2MASS 0820 and 2MASS 0801. Horizontal lines denote the
minimum EW for CTT stars in the indicated range of spectral types. The
vertical line at 270 km s−1 separates accreting and non-accreting objects
(White & Basri 2003). Shaded regions show the standard deviation of the
multi-epoch measurements of Jayawardhana et al. (2006). Comparisons to
the single-epoch data of Lawson et al. (2004) are also shown. Lines connect
the two sets of measurements. For the 2MASS 0820 measurements, lines
connect observations taken on the same night.

servation. Jayawardhana et al., however, failed to detect any accre-
tion, with only one of their five observations showing a broadened
Hα line. The blue bump seen in their 2004 December spectrum
could mean RECX 5 is sporadically accreting at low levels and
Lawson et al. observed a strong outburst of 10−10 M⊙ yr−1 accre-
tion in 2002, or the star is chromospherically active and underwent
a period of strong activity during their observations. Chromospheric
activity as a possible mechanism for the variations seen in our spec-
tra is discussed in detail in Section 2.2.

Several sets of 2MASS 0820 spectra were taken during the same
nights. They reveal a scatter of up to 25 km s−1 in v10 and several
Angstroms in EW, that is, larger than the instrumental errors. While
both stars generally lie on the non-accreting side of the 270 km s−1

criterion defined by White & Basri (2003), they each make several
excursions into the accreting region of the diagram, meeting both
the EW and v10 criteria for accreting Classical T Tauri (CTT) stars.
This is similar to the behaviour of RECX 5 during 2002–2005. The
time-scale of these excursions appears to be of the order of hours
to days. In the case of 2MASS 0801, both EW and v10 increase
dramatically on 2010 April 30, before returning to quiescent levels
the next night. A similar level of activity is seen on 2010 February
19. Fig. 2 shows the evolution of the 2MASS 0801 Hα profile during
the 2010 April event. We obtained spectra before, during and after
the event. The pre- and post- event line profiles are remarkably
similar, with broad wings developing during the April 30 outburst,
giving rise to a velocity width of v10 > 320 km s−1. The EW similarly
quadruples to −27 Å. The central velocity of the line profile also
evolves with time (see Fig. 4). 2MASS 0820 appears to have three
tiers of activity: a base level at EW ≈ −16 Å, a higher level at
−20 > EW > −27 Å, and then increasing to −40 Å and v10 =
425 km s−1 on 2010 February 19.

In addition to WiFeS spectroscopy, we obtained a Magel-
lan/MIKE spectrum of 2MASS 0820 on 2010 May 11. The Hα

velocity profile is shown in Fig. 3 with a contemporaneous WiFeS
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