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The need for non-baryonic matter2

constraints from the accumulated cosmological data offers a
more robust method to characterise its nature.

The consequence of DM interactions with SM particles is
to dampen the primordial matter fluctuations and essentially
erase all structures below a given scale (referred to as the
collisional damping scale) [32–34]. The effect is exacerbated
when DM couples to photons and therefore, one can set a
strong upper limit on the DM–⇥ interaction cross section by
examining the resulting CMB spectra.

In fact, a non-zero DM � ⇥ coupling has two specific
signatures. Firstly, as was shown in Ref. [33], large
interactions lead to the presence of significant damping in
the angular power spectrum, which can be constrained using
the position and relative amplitude of the acoustic peaks.
Secondly, after DM ceases to interact with photons, the
collisional damping is supplemented by DM free-streaming4;
this appears as a ‘linear’ translation of the matter power
spectrum and can also be constrained (if the effect is
substantial enough). Therefore, with the first data from the
Planck satellite [41], one can set a limit on DM–⇥ interactions
with unprecedented precision.

In this study, we extend the preliminary analysis of
Ref. [33] much further and show that a non-negligible DM–⇥
coupling also generates distinctive features in the temperature
and polarisation power spectra at high ⌅. One can use these
effects to search for evidence of DM interactions in CMB data
and determine (at least observationally) the strength of DM–⇥
interactions that we are allowed. This work will be extended
to other DM interactions in a future publication.

The paper is organised as follows. In Sec. II, we discuss
the implementation of DM–⇥ interactions and the qualitative
effects on the T T and EE components of the angular power
spectrum. In Sec. III A, we constrain these interactions by
comparing the spectra to the latest Planck data, and find the
best-fit cosmological parameters. In Sec. III B, we present our
predictions for the temperature and polarisation spectra for the
maximally allowed value of the elastic scattering cross section
that we obtain. We conclude in Sec. IV.

II. IMPLEMENTATION OF THE DM–⇥ INTERACTIONS

In this section, we recall the modified Boltzmann equations
used to incorporate interactions of DM with photons [33] and
discuss their implementation in the Cosmic Linear Anisotropy
Solving System (CLASS) code5 (version 1.7) [42, 43].

The current version of CLASS offers a choice between two
gauges for the definition of cosmological perturbations: the
Newtonian gauge, and the synchronous gauge comoving with
DM (see e.g. Ref. [44]). In the presence of coupled DM, the
synchronous gauge equations should be slightly reformulated

4 Assuming the DM–⇥ decoupling happens before the gravitational collapse
of such fluctuations and the DM velocity is not completely negligible at
this time; this offers a way to determine the decoupling epoch.

5 class-code.net

since the gauge can be fixed by imposing ⌅DM = 0 at the initial
time but not at all times. For simplicity, we implemented
the DM–⇥ interactions in the Newtonian gauge only. All
equations in this section refer to that gauge, assuming a flat
universe and taking derivatives with respect to conformal
time, ⌥. Our notation is consistent with Ref. [44].

A. Modified Boltzmann equations

In the absence of DM interactions, the Boltzmann equations
simplify to the following Euler equations:

⌅̇b = k2��H ⌅b + c2
s k2�b �R�1⇤̇(⌅b �⌅⇥) , (1)

⌅̇⇥ = k2�+ k2
�

1
4

�⇥ �⌃⇥

⇥
� ⇤̇(⌅⇥ �⌅b) , (2)

⌅̇DM = k2��H ⌅DM , (3)

where ⌅b, ⌅⇥ and ⌅DM are the baryon, photon and DM velocity
divergences respectively. �⇥ and ⌃⇥ are the density fluctuation
and anisotropic stress potential associated with the photon
fluid, � is the gravitational potential, k is the comoving
wavenumber, H = (ȧ/a) is the conformal Hubble rate, R ⇥
(3/4)(⇧b/⇧⇥) is the ratio of the baryon to photon density, cs
is the baryon sound speed and ⇤̇ ⇥ a ⌃Th c ne is the Thomson
scattering rate (the scale factor, a, appears since the derivative
is taken with respect to conformal time).

DM–⇥ interactions are accounted for by a term analogous
to �⇤̇(⌅⇥ �⌅b) in the DM and photon velocity equations. The
new interaction rate reads µ̇ ⇥ a ⌃DM�⇥ c nDM, where ⌃DM�⇥ is
the DM–⇥ elastic scattering cross section, nDM = ⇧DM/mDM
is the DM number density, ⇧DM is the DM energy density and
mDM is the DM mass (assuming that DM is non-relativistic)6.
Thus, the Euler equation for photons receives the additional
source term �µ̇(⌅⇥ �⌅DM).

In order to conserve energy and account for the momentum
transfer in an elastic scattering process, the source term in the
Euler equation for DM has the opposite sign and is rescaled
by a factor S ⇥ (3/4)(⇧DM/⇧⇥), which grows in proportion to
a. Thus, the Euler equations become

⌅̇b = k2��H ⌅b + c2
s k2�b �R�1⇤̇(⌅b �⌅⇥) , (4)

⌅̇⇥ = k2�+ k2
�
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�⇥ �⌃⇥

⇥

�⇤̇(⌅⇥ �⌅b)� µ̇(⌅⇥ �⌅DM) , (5)

⌅̇DM = k2��H ⌅DM �S�1µ̇(⌅DM �⌅⇥) . (6)

The DM–⇥ elastic scattering cross section, ⌃DM�⇥, can
be either constant (like the Thomson scattering between
photons and charged particles) or proportional to temperature,
depending on the DM model that is being considered.

6 Intuitively, one can understand why µ̇ must be proportional to the cross
section and the DM number density; if either the number of DM particles
or the cross section is completely negligible, the photon fluid will not be
significantly modified by a DM–⇥ coupling.
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Fig. 9.— (left) Upper limits on the present abundance of PBHs. The thick lines are the results obtained in the present work. The solid
lines show the upper limits using WMAP3 data (CMB anisotropies) for two values of the black hole duty cycle fduty = 1 and 0.1. The
dashed lines show the limits using FIRAS data (CMB spectral distortions) at 95% and 68% confidence. The other lines refer to previous
upper limits from microlensing (EROS and MACHO experiments) and dynamical constraints (see introduction). (Right) Upper limits on
the abundance of PBHs at the epoch of their formation β as a function of their mass. We assume that the mass of PBHs is a fraction fHor
of the mass of the horizon at the epoch of their formation. The thick curves show the upper limits obtained in the present work and the
thin dotted curve are limits from the EROS collaboration (microlensing experiment).

Thompson scattering to τe ∼ 0.2. Since the scalar spec-
tral index ns and the amplitude of density fluctuations
As and σ8 are correlated to τe, their best fits also increase
to ns ∼ 1 and σ8 ∼ 0.9. PBHs in this mass range may be
produced in two-stage inflationary models designed to fit
the low WMAP quadrupole (Kawasaki et al. 2006). We
emphasize again that this effect is more general than the
specific case of PBHs discussed in this paper. Any mech-
anism or energy source that modifies the standard recom-
bination history may affect the estimate of cosmological
parameters in a way similar to that discussed here.

Our results are in contradiction with the suggestion
that MACHOs are PBHs with mass ∼ 0.1 − 1 M⊙ and
fpbh ∼ 0.2 (Alcock et al. 2000). Such a PBH population
would produce spectral distortions incompatible with FI-
RAS data.

The luminous QSOs found by SLOAN at z ∼ 6 are
thought to be powered by 108 − 109 M⊙ SMBHs. It
is difficult to produce such massive black holes starting
from small seeds by gas accretion because the age of the
universe at z = 6 is a few tens the Salpeter accretion
timescale. A few massive PBHs or numerous less mas-
sive PBHs may help explain the origin of SMBHs at high
redshift and in present day galaxies by producing rela-
tively massive “seeds”. Are the upper limits on the num-
ber of PBHs derived in this work compatible with this
scenario? The fraction of mass in SMBHs today is ap-
proximately Ωsmbh/Ωdm ∼ 2.13 × 10−5 (Gebhardt et al.
2000; Ricotti & Ostriker 2004). For PBHs with mass
> 1000 M⊙ we found fpbh = Ωpbh/Ωdm

<∼ 10−6/fduty.
Hence, assuming that only a fraction Fagn ≤ 1 of PBHs
is incorporated into SMBHs and grows by gas accre-
tion by a factor Xacc ≥ 1 we have: fpbhXaccFagn ∼
2 × 10−5 or XaccFagn

>∼ 20fduty. The most massive
PBHs have Fagn → 1 because they spiral in to the
centers of galaxies by dynamical friction on a shorter
timescale (tfric/tH(z) ∼ 0.02Mhalo(z)/Mpbh, where tH
is the Hubble time) and because they may accrete gas
more efficiently. Hence, for fduty ∼ 3% and Fagn = 1
we find Xacc

>∼ 1 indicating that even scenarios with
negligible mass accretion onto PBHs (i.e., only growth
through mergers) are consistent with the observed mass

in SMBHs today.
Less massive PBHs have lower probability for growing

to masses typical of SMBHs because the Bondi accretion
rate is ∝ M2. However, the upper limit on the abun-
dance of PBHs increases steeply with decreasing mass
for Mpbh < 1000 M⊙. Thus, although a smaller fraction
of the seed PBHs can grow substantially, the number of
seeds available can be much larger. PBHs with masses
smaller than 100 M⊙, assuming Bondi type accretion
from the ISM of a typical high-z galaxy, are unlikely to
accrete rapidly enough to grow to SMBH masses in less
than 1 Gyr, even if they constitute a few per cent of the
dark matter (Kuranov et al. 2007; Pelupessy et al. 2007;
Ricotti & Köckert 2007).

The increased fractional ionization of the cosmic gas
produced by non-standard recombination also increases
the primordial molecular hydrogen abundance to xH2

∼
10−4 − 10−5 after redshift z ∼ 100. This value is be-
tween ten and one hundred times larger than the stan-
dard value, xH2

∼ 10−6, obtained neglecting PBHs. The
increase of the cosmic Jeans mass due to X-ray heating
is negligible for models consistent with the CMB data.
Therefore, the formation rate of the first galaxies and
stars may be enhanced if a population of PBHs exists.
Several aspects of first-star and galaxy- formation physics
would be affected by the enhanced molecular fraction:
(i) the mass of the first stars may be reduced due to
formation of HD molecules (Nagakura & Omukai 2005);
(ii) the intergalactic medium would be optically thick
to H2 photo-dissociating radiation in the Lyman-Werner
bands, allowing molecular hydrogen to survive in the low
density IGM even at relatively low redshifts z ∼ 10− 15;
(iii) the epoch of domination of the first stars and galax-
ies would probably start earlier and perhaps last longer.
The number of first galaxies that remain completely dark
would be reduced. It is not obvious that the star forma-
tion efficiency and other internal properties of the first
galaxies would be affected because feedback effects such
as photo-evaporation from internal sources and SN ex-
plosions are probably dominant (Ricotti et al. 2002a,b).
We leave quantitative calculations on the impact of PBHs
on the formation of the first galaxies to a future work.
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Figure 3.1: Illustration of the variety of possible DM profiles on sub-kpc scales in the MW.

The cusp/core controversy is still unresolved, although baryonic feedback may reconcile the
results of numerical simulations and observations by reducing the DM density at the center of
halos through supernova-driven gas bulk motions and galactic winds (Navarro et al., 1996b; Read
& Gilmore, 2005; de Souza et al., 2011; Pontzen & Governato, 2012; Teyssier et al., 2013; Di
Cintio et al., 2014). This has a dramatic e�ect especially for dwarf galaxies, with cusps readily
turned into cores. However, this e�ect seems to depend on the characteristics of galaxies, in
particular the stellar-to-halo mass ratio (Di Cintio et al., 2014). Including baryonic physics in
simulations is therefore essential but requires to model even more complex processes related for
instance to gas dynamics and radiative transfer, which makes such simulations computationally
expensive. Moreover, although baryonic processes are likely to have a significant impact on
DM profiles, it is not even clear yet whether these processes eventually soften or steepen DM
profiles, and this is a matter of debate. In particular, while baryonic feedback seems to flatten
DM profiles, adiabatic contraction of baryons has been suggested to produce steeper DM profiles
(Blumenthal et al., 1986). On top of that, alternatives to the CDM scenario like self-interacting
DM can also address the cusp/core problem, but this has yet to be investigated in more detail in
conjunction with baryonic feedback. For a discussion of prospects see e.g. Brooks (2014).

Table 3.1: Parameters of the DM profiles shown in Fig. 3.1, based on Bertone et al. (2005);
Cirelli et al. (2011).

– — “ r0 (kpc)
Burkert ≠ ≠ ≠ 12.67
Diemand 1 3 1.16 30.28
Einasto 0.17 ≠ ≠ 28.44

Isothermal 2 2 0 3.5
Kravtsov 2 3 0.4 10

Moore 1.5 3 1.5 28
NFW 1 3 1 20

The inner slope of DM profiles is of the utmost importance in indirect searches for DM which

Courtesy: T. Lacroix
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3.1 Dark matter profile in galaxies: a debated picture
In spite of extensive studies both on the observational and simulation sides, there is still no
consensus today on the DM profile in galaxies, especially on its inner slope.

Numerical N-body simulations are extremely useful to model the evolution of structures
through gravitational clustering. Standard simulations focus on the evolution of DM without
including baryonic processes, and are therefore referred to as DM-only simulations. Moreover,
they rely on the CDM paradigm. Early results pointed to a universal DM profile following a
power law of slope 1 in the central parts of galactic halos, known as the Navarro-Frenk-White
(NFW) profile (Navarro et al., 1996a, 1997):

flNFW(r) = fl0

3
r

r0

4≠1 3
1 + r

r0

4≠2
, (3.1)

where fl0 and r0 are respectively a scale density and a scale radius. This profile is actually a
special case of a more general parametrization (Zhao, 1996; Hernquist, 1990), often referred to
as the generalized NFW profile:

flNFW
gen

(r) = fl0

3
r

r0

4≠“

5
1 +

3
r

r0

4
–

6≠ —≠“

–

, (3.2)

where –, — and “ parametrize the slope. It turns out that several groups have found DM profiles
deviating sometimes significantly from the original NFW profile. Typical examples of special
cases of the generalized NFW profile with slopes di�ering from “ = 1 are the Moore et al. profile
with “ = 1.5 (Fukushige & Makino, 1997; Moore et al., 1999b) and the Diemand et al. profile for
which “ = 1.16 (Diemand et al., 2004). These are all examples of DM cusps, i.e. DM profiles
following steep power laws towards the center of galactic halos.

Actually, even on the simulation side, the picture is still unclear. In particular, the Einasto
profile, which does not follow a power law in the inner region but becomes shallower towards
the center, has been emerging as a better parametrization than cusps in more recent numerical
simulations (Navarro et al., 2004; Merritt et al., 2006; Springel et al., 2008; Navarro et al., 2010):

flEin(r) = fl0 exp
3

≠ 2
–
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–
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. (3.3)

The value of the – parameter usually depends on the simulation, but 0.17 has emerged as a
benchmark value.

On the other side, observations of galactic rotation curves seem to favor very shallow DM
profiles or even constant density cores (Burkert, 1995; Kravtsov et al., 1998; Salucci & Burkert,
2000; Borriello & Salucci, 2001; Binney & Evans, 2001; de Blok et al., 2001; de Blok & Bosma,
2002; Simon et al., 2003; Weldrake et al., 2003; Kuzio de Naray et al., 2006; Gentile et al., 2007;
Spano et al., 2008; Trachternach et al., 2008; de Blok et al., 2008; Oh et al., 2011), although cusps
cannot systematically be ruled out by measurements of rotation curves, depending on the mass
of the galaxy (van den Bosch et al., 2000; Swaters et al., 2003). The Kravtsov et al. profile, for
which “ ≥ 0.4 (Kravtsov et al., 1998), is an example of a shallow density profile parametrized by
the generalized NFW functional form. Examples of cored profiles are the non-singular isothermal
sphere (see e.g. Bahcall & Soneira, 1980; Begeman et al., 1991), which is a special case of the
generalized NFW profile with “ = 0, and the Burkert profile (Burkert, 1995):

flBur(r) = fl0

3
1 + r

r0

4≠1
C

1 +
3

r

r0

42
D≠1

. (3.4)

The uncertainty on the DM profile at sub-kpc scales is illustrated in Fig. 3.1 for the case of
the MW. The corresponding values of –, —, “ and r0 for the typical profiles described here are
given in Table 3.1, while for each profile fl0 is determined by the condition fl(r§) = fl§.
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is reflected in the top and bottom curves of the one sigma blue
band in both Figs.1 and 2. Finally, we also try a sharp cut-off
of Leff at low energy for the bottom curve of Fig.2 in order to
obtain the most conservative limit.

C. Robustness of the fit

Figures 1 and 2 show that even with slight modifications in
the fitting procedure, the results for Leff as a function of recoil
energy can change significantly. In order to check the quality
of a certain fit to the data, we employ the extended critical fil-
ter formalism presented in [34]. This formalism finds a fit to a
noisy data set by making use of the error statistics of the data
points as well as a Gaussian prior probability distribution for
the underlying curve. It is taking into account the possibility
of outliers in the data, i.e. data points with significantly under-
estimated error bars. This seems to be beneficial in the case
of the Leff measurements due to the wide spread and apparent
inconsistency of the different data sets.

Here, we feed the algorithm with different Leff-curves as
mean for the Gaussian prior. If the prior mean is already a
sufficiently good fit to the data set, the result of the extended
critical filter procedure will not deviate from it. If, on the
other hand, the result of the data filtering differs from the prior
mean input, it is a sign that the data prefer a different curve,
even though the possibility of individual data points being out-
liers is accounted for. These outliers are accounted for in the
algorithm by the inclusion of a correction factor for the er-
ror bar of each data point (see [34] for all technical details).
By narrowing the prior probability distribution for these cor-
rection factors, we can force the algorithm to take each data
point more seriously and thus find out which of the fits is most
consistent with the data.

In this way, we study the quality of the two cubic spline
fits shown in Figs. 1 and 2, as well as the Leff-curves given
by the upper and lower one-sigma contours (i.e. the edges of
the blue-shaded regions in Figs. 1 and 2). Using a reasonably
wide prior for the error bar correction factors, we find that
all of these curves are consistent with the data, except the top
edge of the one-sigma region in Fig. 1. The exclusion of this
one curve might, however, well be due to its behavior at large
recoil energies and is likely not to be related to the extrapola-
tion at lowest energies since the top one-sigma curve in Fig. 2
is not excluded although it is a more extreme extrapolation.
Note also that the behavior at recoil energies below 3 keVnr
is not constrained by this analysis.

When narrowing the prior for the error bar correction fac-
tors to more and more extreme shapes, more curves are suc-
cessively excluded. It can thus be determined that the central
fit in Fig. 1 is the most consistent one with the data. The mul-
titude of Leff-curves that is consistent with the present data,
however, clearly underlines the importance of studying their
influence on the resulting exclusion curve. In fact, yet an-
other fit can be obtained by using a constant curve as prior
mean for the extended critical filter and narrowing the prior
for the error bar correction factors until deviations from this
constant become significant. The resulting curve is shown in

Fig. 3, along with the one-sigma contours of the two spline-
fits shown in Figs. 1 and 2.

FIG. 3: Reconstruction of the calibration curve when using the ex-
tended critical filter with a constant prior mean (corresponding to the
mean of all data points), shown as a yellow line, along with the one
sigma contours around the fits of Figs. 1 and 2.

III. EXCLUSION LIMIT

Now that we have determined the uncertainties on Leff, we
can compute the counting rate of dark matter events expected
in the XENON100 detector and deduce an exclusion limit for
a given Leff. For this purpose, we use a profile Likelihood ratio
method and compute p-values for the signal and background,
as done in [1] after randomly simulating 10000 ’mock’ data
sets based on the XENON100 data published in [1].

A. Counting rate

The recoil rate (per nucleus) is parameterised in the stan-
dard form of [35],

dR
dE

=
⇤(q)
2mµ2 ⇥�(E, t), (1)

where ⇤ is the WIMP-nucleus cross-section, q =
�

2mNE
is the nuclear recoil momentum (with mN being the nucleus
mass), m is the WIMP mass, µ is the WIMP-nucleus reduced
mass, ⇥ is the local WIMP density and �(E, t) is the WIMP
mean speed, given by the expression

�(E, t) =
Z ⌅

vmin(E)

f (v,ue(t))
v

d3v . (2)

In the above integral, ue(t) is the relative velocity between the
Earth-based detector and the WIMPs, with time-dependence
arising from the motion of the Earth around the Sun, and
vmin(E) is the minimum velocity for a WIMP producing a
nuclear-recoil of energy E. Any astrophysical uncertainties,
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potential at the center �(0) [4]. If f(E, L) approaches
a constant, as in models with finite cores, the spike
slope is �sp = 3/2. If f(E, L) diverges as [E � �(0)]�� ,
as in models with an inner cusp, the spike slope is
�sp > 3/2. Models with finite cores include [5]: the
non-singular and the modified isothermal sphere, the
Hénon isochrone model, the Plummer model, the King
models, the modified Hubble profile, the Evans power-
law models with Rc �= 0, and the Zhao (�, �, �) models,
� � r��(1 + r1/�)���, with � = 0 and 1/(2�) = integer.
Models with an inner cusp include [5]: the models of
Ja�e, Hernquist, Navarro-Frenk-White, the �/� models
of Dehnen and Tremaine et al., and the other Zhao
models.

As an example of models with finite cores, we consider
the isothermal sphere. It has f(E, L) = �0(2��2

v)�3/2

exp(�E/�2
v). Close to the black hole, we have E � �2

v,
and f(E, L) � �0(2��2

v)�3/2, a constant. Then from
eq. (1) we easily find

��
iso(r) =

4�0

3
�

�

�
GM

r�2
v

�3/2 �
1 � 4RS

r

�3/2

, (6)

valid for r � RM � 0.2 pc. The last factor comes from
the capture of particles by the black hole: the density
vanishes for r < 4RS.

As an example of models with an inner cusp, we
consider a single power law density profile, �(r) =
�0(r/r0)�� , with 0 < � < 2. Its phase-space distribu-
tion function is

f(E, L) =
�0

(2��0)3/2

�(�)

�(� � 3
2 )

��
0

E�
, (7)

with � = (6��)/[2(2��)] and �0 = 4�Gr2
0�0/[(3��)(2�

�)]. To find f �(E�, L�), we need to solve I �(E�, L�) =
I(E, L) for E as a function of E�. In the field of a point-
like mass, we have I �(E�, L�) = 2�

�
�L� + GM/

�
�2E�

�
.

In the field of the power law profile, whose potential is
proportional to r2�� , the action integral cannot be per-
formed exactly. We have found an approximation good
to better than 8% over all of phase space for 0 < � < 2:

I(E, L) =
2�

b

�
�L

�
+

�
2r2

0�0

�
E

�0

� 4��
2(2��)

�
, (8)

where � = [2/(4 � �)]1/(2��) [(2 � �)/(4 � �)]1/2 and b =
�(2 � �)/B( 1

2�� , 3
2 ). Expressing E as a function of E�

and integrating eq. (1), we obtain

��(r) = �R g�(r)

�
Rsp

r

��sp

, (9)

with �R = �0 (Rsp/r0)
�� , �sp = (9 � 2�)/(4 � �), and

Rsp = ��r0

�
M/�0r3

0

�1/(3��)
. For 0 � � � 2, the density

slope in the spike, �sp, varies only between 2.25 and 2.5.

FIG. 1. Examples of spike density profiles.

While the exponent �sp can also be obtained by scaling
arguments [4], the normalization �� and the factor g�(r)
accounting for capture must be obtained numerically. We
find that g�(r) � (1 � 4RS/r)3 over our range of �, and
that �� � 0.293�4/9 for � � 1, and is �� = 0.00733,
0.120, 0.140, 0.142, 0.135, 0.122, 0.103, 0.0818, 0.0177 at
� = 0.05, 0.2, 0.4, . . . , 1.4, 2. The density falls rapidly to
zero at r <� 9.55RS, vanishing for r < 4RS.

Annihilations in the inner regions of the spike set a
maximal dark matter density �core = m/�vtbh, where
tbh is the age of the black hole, conservatively 1010 yr,
m is the mass of the dark matter particle, and �v is its
annihilation cross section times relative velocity (notice
that for non-relativistic particles �v is independent of v).
Using ��/�t = ��v�2/m, the final spike profile is

�sp(r) =
��(r)�core

��(r) + �core
, (10)

which has a core of radius Rcore = Rsp (�R/�core)
1/�sp . In

the particle models we consider, not more than the initial
amount of dark matter within 300 pc is annihilated.

Examples of spike density profiles are shown in Fig. 1.
To conclude this section, we derive a conservative esti-

mate of the dark matter density near the galactic center.
Assume that the halo density is constant on concentric
ellipsoids. Then the halo contribution vh(r) to the ro-
tation speed at distance r fixes the halo mass within r.
Assume further that the halo density decreases monoton-
ically with distance. Since at large radii it decreases at
least as fast as r�2, and at small radii only as r�� with
� < 2, the density profile becomes steeper with distance.
So to continue the r�� dependence to all radii keeping
the same halo mass interior to r as given by the rotation
speed, we must decrease the density normalization. In
this way we obtain an underestimate of the density near
the center. Letting �D = �0(D/r0)�� , we have

�D

1 � �/3
� 3v2

h(D)

4�GD2
� 0.0062

M�

pc3
� 0.24

GeV

cm3
, (11)

where we have taken vh(D) = 90 km s�1 at the Sun dis-
tance D = 8.5 kpc, as obtained after subtracting a (some-
what overestimated) luminous matter contribution of 180
km s�1 to the circular speed of 220 ± 20 km s�1 [6].

2

Figure 3.2: Examples of spike profiles in the inner region of the MW, grown from various initial
halo profiles, namely a non-singular isothermal sphere, leading to a spike slope “sp = 1.5, and
power-law profiles with “ = 0.01, 0.1, 1, 2, leading to spike slopes “sp between 2.25 and 2.5. DM
annihilation limits the density at the center. For mDM = 50 GeV and È‡vÍ = 3 ◊ 10≠26 cm3 s≠1,
the maximal DM density is flcore © flsat = 108 M§ pc≠3. Figure from Gondolo & Silk (1999).

with a scale radius r0 = 20 kpc and fl0 determined in the Milky Way by the condition flhalo(r§) =
fl§, where we take fl§ = 0.3 GeV cm≠3 (Bovy & Tremaine, 2012). For “ = 1, the spike slope is
“sp = 7/3, which we use as a benchmark value.

3.3 Discussion of competing dynamical e�ects

The existence of DM spikes is however debated since they can be significantly a�ected by
dynamical e�ects, which have been neglected in the standard derivation presented in Sec. 3.2.
Moreover, the simplified adiabatic spike model assumes that the BH formed exactly at the center
of the DM halo. We now discuss the e�ect of relaxing these assumptions.

3.3.1 Instantaneous black hole growth

If the growth of the BH was instantaneous, i.e. happened too fast to be considered adiabatic, then
the inner DM energy density profile would behave instead as fl(r) Ã r≠4/3 (Ullio et al., 2001).
The physical reason is the following. For sudden BH growth, the final orbit of a DM particle
is a very eccentric ellipse, whereas in the adiabatic scenario the final orbit is circular, with a
much smaller radius than the initial orbit. Therefore, adiabatic growth of the BH results in DM
particles spending most of their time close to the BH—leading to a very strong enhancement
of the DM density in the inner region—, while in the case of instantaneous growth of the BH,
due to their elliptical orbits DM particles spend most of their time at larger radii than in the
adiabatic case, which leads to a shallower DM profile.

3.3.2 Mergers

Mergers between halos containing SMBHs can also destroy DM spikes. Such mergers create
SMBH binaries which induce a kinetic heating of DM particles, expelling them from the central
region. Numerical simulations show that this process leads to a much shallower power-law density
profile fl(r) Ã r≠1/2 (Merritt et al., 2002).

However, the MW is unlikely to have su�ered such mergers in its recent past, as evidenced by
the quiet history of the thick disk since the only major merger which occurred about 12 Gyr ago
and is likely to have led to the formation of the bulge and the SMBH (Wyse, 2001). In the end,
the formation of spikes is closely related to the history of a galaxy, which implies that spikes
may at least have formed in some galaxies.

60 3.3. Discussion of competing dynamical e�ects

As a matter of fact, the resolution of the simulations used to derive the r≠1/2 profile was not
su�cient to study sub-parsec scales, so the picture may actually change in the very inner region
which turns out to be the most interesting in terms of spikes and annihilation signals.

3.3.3 O�-centered black hole formation

Additionally, the SMBH may not have formed exactly at the center of the DM halo, but may
have grown instead from a BH seed brought in by a merger of progenitor halos, and then spiraled
in to the center. The e�ect on the DM profile depends on the mass of the seed MS

BH. On the one
hand, if the seed is massive, i.e. a sizable fraction of the final BH mass, typically MS

BH & MBH/10,
then the spiral-in to the center results in a weak cusp fl(r) Ã r≠1/2 (Nakano & Makino, 1999;
Ullio et al., 2001) regardless of the initial halo profile. On the other hand, adiabatic growth of a
low-mass seed with typically MS

BH & 10≠2MBH leads to a strong enhancement of the DM density
at the center, with the r≠1/2 weak cusp appearing only at very small radii. For the MW, the
resulting profile for an initial NFW profile is essentially indistinguishable from the adiabatic spike
if the saturation density due to DM annihilation is & 108 M§ pc≠3, as illustrated in Fig. 3.3.

cation to the dark-halo profile due to the sinking of the black-
hole seed in the center of the Galaxy by replacing the initial
density profile with the following:

! int"r #!!0! R0

r " 0.5#1""R0 /rs#

1""r/rs#
$$#0.5#1""R0 /a #%

1""r/a #% $ (&#$)/%

,

"16#

which is essentially a modified Zhao model with a break at
both rs and a. The new length scale rs we introduce is de-
termined by requiring that the mass of the dark halo within rs
to be equal to MBH

S .
Moving onto effect "b#, we model the accretion of matter

onto the black hole so that MBH
S grows to the mass we now

observe MBH as a slow adiabatic process, and compute the
final dark-matter density, treating the adiabatic contraction in
the circular-orbit approximation described above.

In Fig. 4 we plot ! f for the initial NFW profile introduced
in Sec. III A and for a few choices for the mass of the black-
hole seed. As can be seen, if the black hole that spirals in has
a mass comparable to "more than a tenth of# the mass we
observe now at the center of the Galaxy, the dark-matter
density close to the black hole is, in this picture, lower than
the density in the initial profile. This indicates that the num-
ber of dark-matter particles expelled from the inner Galaxy
by the black-hole seed is larger than the number of those
attracted later on by the adiabatic deepening of the potential
well due to the increase in mass of the black hole.

The adiabatic contraction process dominates for MBH
S

$MBH/10. For MBH
S $MBH/200, the end result is a dramatic

enhancement in the dark-matter density around the black
hole. Although the final density profile obtained with this

procedure differs from what we found in case of adiabatic
growth of the black hole at the center of the dark-matter
system, the difference occurs only at densities higher than
the maximum WIMP density !core . Thus, if a black-hole
seed with less than 1/200th the mass of the final black hole is
let to grow adiabatically at the center, then a spike that is
essentially indistinguishable accordance with the GS result
could be formed. The trouble is that such small seed cannot
spiral in the center quickly enough, as shown by Fig. 3. So
the conclusion is that if the GS spike is to grow, the black
hole must form within the inner 50 pc of the dark-matter
distribution: If it forms outside this radius with a large mass,
it will destroy the cusp as it spirals in, and if it forms well
outside this radius with a small mass, it will not have enough
time to spiral in.

Although we have considered so far just the NFW profile,
the procedures we outlined can be applied to any density
profile. As another example, we consider the dark-matter-
density profile obtained in the high-resolution N-body simu-
lation of Moore et al. '11(. In this case, the initial dark-
matter profile is more cuspy towards the galactic center and
is given by Eq. "4# with (% ,& ,$)!(1.5,3,1.5) "hereafter the
Moore et al. profile#. Again we make a choice for the values
of our galactocentric distance, the local halo density, and the
length scale in agreement with available dynamical con-
straints: R0!8 kpc, !0!0.3 GeV cm#3, and a!28 kpc.

Results in this case are shown in Fig. 5. The initial profile
is shown as a dotted curve; the dashed curve shows the slight
increase in density in case of instantaneous growth of the
black hole according to the treatment in Sec. IV. The solid
curves give the final profile in the case described above in
this section. We see again that for large values of the mass of
the black-hole seed, the net effect is a decrease in the dark-
matter density. For values MBH

S $MBH/50, the enhancement
in the final density reproduces, for ! f%!core , the result one

FIG. 4. Modification of an NFW dark-matter-density profile due
to the off-center formation of a black-hole seed of mass MBH

S , its
spiral in the center of the dark-matter system and its adiabatic
growth to the present-day mass of the black hole at the galactic
center. The cases for a few different values for the black-hole-seed
mass are plotted. !core is the maximum WIMP density above which
WIMPs are depleted by pair annihilations.

FIG. 5. The same as in Fig. 4, but for a Moore et al. dark-
matter-density profile. Also shown is the modification of the profile
for sudden growth of the black hole at the center of the dark-matter
system "dashed curve#.
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Figure 3.3: E�ect of an o�-centered BH seed of mass MS
BH which spirals in to the center and

grows adiabatically to the present-day mass of the SMBH MBH on an initial NFW halo profile
in the MW. Figure from Ullio et al. (2001).

However, as discussed in Ullio et al. (2001), due to the low e�ciency of dynamical friction, a
low-mass BH seed does not have enough time to spiral in, unless it formed close enough to the
center of the DM distribution, typically within 50 pc of the GC for the MW.

3.3.4 Stellar heating

Finally, even if an adiabatic spike with “sp = (9≠2“)/(4≠“) could form, the process of dynamical
relaxation by DM scattering o� stars can smooth down the spike and lead to a DM equilibrium
profile, fl(r) Ã r≠3/2 (Gnedin & Primack, 2004; Merritt, 2004). The detailed study of the time
evolution of a spike performed in Merritt (2004) suggests that stellar heating should reduce the
spike slope to “sp ≥ 1.8 after ≥ 10 Gyr, down to the equilibrium value of 3/2 after ≥ 20 Gyr.

However, this e�ect varies significantly from one galaxy to another, depending on the
dynamical properties of the stellar core (Vasiliev & Zelnikov, 2008), which are defined in terms

Condition of formation of spikes: 
* BHs at the center of galaxies can grow adiabatically
* Adiabatic growth inside a population of stars enhances the density of stars 

Why not enhancement of DM density? 
Ipser & Sikivie (1987): isothermal ->r^-3/2, Gondolo & Silk (1999) : NFW -> 7/3
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74 4.3. Electron/positron spectrum Â accounting for propagation

coe�cient K0 and its energy dependence ”, as seen in Eq. (4.43). The di�usion parameters are
constrained by cosmic-ray measurements at the position of the Earth, especially the boron-to-
carbon (B/C) ratio and fluxes of radioactive nuclei (Maurin et al., 2001, 2002; Putze et al., 2010).
In particular, the sets of di�usion parameters compatible with measurements of the B/C ratio
and giving the minimal (MIN), median (MED) and maximal (MAX) antiproton fluxes from
supersymmetric DM (Donato et al., 2004) are used as references:

MIN : L = 1 kpc, K0 = 0.0016 kpc2 Myr≠1, ” = 0.85,

MED : L = 4 kpc, K0 = 0.0112 kpc2 Myr≠1, ” = 0.7,

MAX : L = 15 kpc, K0 = 0.0765 kpc2 Myr≠1, ” = 0.46. (4.45)

In practice, we use the MED set as a benchmark model, whereas the MIN and MAX are used to
bracket the uncertainty from di�usion.5

  

R
gal 

= 20 kpc

2L

Figure 4.4: Left panel: Optical image of the edge-on NGC 891 galaxy taken with the Canada-
France-Hawaii telescope, overlaid with contours of the radio emission at 3.6 cm observed with the
100-m E�elsberg telescope and magnetic field lines shown as dashed lines. Credit: Max Planck
Institute for Radio Astronomy, M. Krause & CFHT/Coelum. See also Krause (2009). Right
panel: Schematic representation of the di�usion zone of cosmic rays as a flat cylinder of radius
Rgal and half-thickness L, on top of an artist view of the MW.

4.3.4 A qualitative picture of spatial di�usion
Here we describe very qualitatively the e�ect of spatial di�usion on a given source term. Let R
and E be characteristic length and energy scales, respectively. Then Ò2 ≥ 1/R2 and ˆ/ˆE ≥ 1/E,
so that in terms of characteristic scales

K

R2 Â + btot
E

Â + q = 0. (4.46)

Therefore, the di�usion term shapes the spectrum at all scales below a certain length scale defined
by R . (KE/btot)1/2. This length scale is in fact to order of magnitude the distance traveled by

5We note that these parameters would have to be updated to account for new data from AMS-02, and the
standard picture may change. It turns out that due in particular to its very small value of L, the MIN set is
already in tension with the positron data (Lavalle et al., 2014; Di Mauro et al., 2014), radio observations (Di
Bernardo et al., 2013; Bringmann et al., 2012b; Orlando & Strong, 2013; Fornengo et al., 2014), and seems to be
disfavored by observations of “-rays (Ackermann et al., 2012c) and antiprotons (Giesen et al., 2015).
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Submm constraints

Can Planck constrain indirect detection of dark matter in our galaxy? 3

Following this procedure, we find that for 40 GeV par-
ticles, the annihilation cross section can be as large as
⌅v ⇤ 1.5 � 2.5 10�26cm3/s in our galaxy without being
in conflict with the FERMI data. This suggests that an-
nihilations in the primordial Universe were either occuring
mostly into particles other than electrons (and positrons) or
the velocity-dependent term in the pair annihilation cross
section into electrons is important (⌅v = a + bv2 with
a > b). For 100 GeV particles, the annihilation cross section
is about ⌅v ⇤ 7 10�26cm3/s. This is somewhat larger than
the canonical thermal annihilation value required to explain
all the dark matter today (namely 3 10�26cm3/s) but is still
compatible with the FERMI measurement of the electron
+ positron flux in the Milky Way. Such a ⌅v value could
suggest scenarios in which the annihilation cross section is
enhanced in the galaxy due to the small velocity dispersion
of the dark matter particles in the halo (c.f. the Sommer-
feld enhancement). Hence constraints from spheroidal dwarf
galaxies (dSph) may apply.
Although the FERMI limits on dark matter candidates ob-
tained from dSph are stringent, they do depend on the dark
matter mass and most notably on the adopted dark matter
profile. Using PLANCK data would therefore provide addi-
tional constraints and a means to cross check the FERMI
results.

3 “DARK” SYNCHROTRON EMISSION

In what follows, we will display the most significant syn-
chrotron map predictions. We focus on annihilating dark
matter particles. We use the “MED” (corresponding to
L = 4 kpc, � = 0.7, K0 = 0.0112 kpc2/Myr) and “MAX”
(corresponding to L = 15 kpc, � = 0.46, K0 = 0.0765
kpc2/Myr) set of propagation parameters. As demonstrated
in our previous work Bœhm et al. (2010), a smaller di�u-
sion zone (corresponding to the “MIN” set of parameters)
will lead to a more confined “dark matter”synchrotron emis-
sion (brighter in the centre and fainter outside) while a more
optimistic model of propagation (“MAX”) would lead to a
brighter emission at larger latitude and longitude. Of course,
the relative brightness of the emission at each frequency is
a�ected by the choice of propagation parameters but, in this
Letter, we do not attempt to perform a detailed analysis of
the propagation parameters. We only point out that if prop-
agation of cosmic rays in our galaxy is correctly described
by the “MED” and “MAX” parameter sets, PLANCK may
have the ability to constrain the dark matter mass.
To produce the dark matter-related synchrotron maps, we
assume a monochromatic emission (i.e. one frequency corre-
sponds to a single value of the electron energy). The relation
between injection energy and frequency then reads:

⇤max = 16 MHz ⇥
�n
2

⇥2
⇥

�mdm

GeV

⇥2
⇥

⇤
B

µG

⌅
.

This well-known relation indicates that small dark matter
masses cannot “shine” at high frequencies unless the mag-
netic field is very strong. Although obvious, this property
turns out to be very important for dark matter searches.
In Fig. 1, we show that 10 GeV dark matter can shine at 33
GHz if the magnetic field is about 25 µG. However, no signal
is expected at higher frequencies unless the magnetic field

Figure 1. Synchrotron maps for 10 GeV dark matter particles,
B = 25µG. We use the MED parameter set and assume annihilat-
ing particles. The emission from astrophysical sources is displayed
in the left column; the dark matter prediction is shown in the mid-
dle panel and the sum of the two contributions is dispayed in the
right panel.

Figure 2. Synchrotron maps for 40 GeV dark matter particles,
B = 3µG. We use the MED parameter set and assume annihilat-
ing particles.

is stronger. The intensity of the emission is large enough to
be within the reach of PLANCK sensitiviy. The dark mat-
ter signal is very bright at the centre, as can be expected
from the large value of the magnetic field (the latter indeed
confines the electrons in the centre). However the sum of
the two contributions is bright enough at high latitudes to
have a chance of being detected by the LFI. This is consis-
tent with previous dark matter analyses performed in the
context of the WMAP haze (Hooper & Linden 2011). In-
terestingly enough, for such parameters one also expects a
radio signature in the galactic centre. As shown in Bœhm
et al. (2001); Boehm et al. (2010), one expects the radio
emission to be about ten times smaller than the emission
attributed to the central black hole. Therefore, in princi-
ple, the estimate of the radio emission should set a stronger
limit on the cross-section. I.e. it is likely to constrain cross-
sections greater than ⌅v ⇤ 2 10�27 cm3/s. Nonetheless, one
still expects a visible signal in PLANCK/LFI and no signal
in HFI.
When the mass is about 40 GeV and the magnetic field is
close to the average value in the whole galaxy (cf. Fig. 2),
one observes an extinction of the dark matter contribution

Figure 3. Synchrotron maps for 100 GeV dark matter particles,
B = 3µG. We use the “MED” parameter set and assume annihi-
lating particles.

c� 2011 RAS, MNRAS 000, 1–5
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Figure 4. Synchrotron maps for 200 GeV dark matter particles,
B = 3µG. We use the MED parameter set and assume annihilat-
ing particles.

Figure 5. Synchrotron maps for 200 GeV dark matter particles,
B = 6µG. We use the MED parameter set and assume annihilat-
ing particles.

to the synchrotron emission at large frequencies. This was
to be expected from the frequency-energy relation but it
does demonstrate again that comparing maps in di�erent
frequency channels is important. At 33 GHz, the sum of the
astrophysical and dark matter contribution becomes visible
close to the galactic centre at high latitudes, and it should
still be within the reach of LFI sensitivity. Finding the dark
synchrotron contribution will be di⌅cult but possible, and
it is therefore important to compare all frequency channels
before removing the radio maps extrapolated to high ener-
gies.
The same features can be seen for 100 GeV (cf Fig.3), ex-
cept that the 33 GHz channel actually seems less anomalous
than the 143 GHz channel while there should be no visible
signal at very large HFI frequencies. This illustrates how im-
portant it is to perform a thorough comparison of the syn-
chrotron emission in the di�erent frequency channels. Since
the emission is expected to be about a few Jy, detecting
the dark synchrotron emission would also be di⌅cult but
perhaps feasible and rewarding.
At 200 GeV and B = 3µG (cf Fig. 4), we observe an in-

Figure 6. Synchrotron maps for 200 GeV dark matter particles,
B = 3µG. We use the MAX parameter set and assume annihilat-
ing particles.

Figure 7. Synchrotron maps for 800 GeV dark matter particles,
B = 3µG. We use the MAX parameter set and assume annihilat-
ing particles.

teresting e�ect: namely extinction of the dark synchrotron
emission at the lowest frequencies. Unlike what is shown
in the previous figures, we see that the signal is fainter at
low frequencies than that at high frequencies. The emis-
sion becomes clearly visible in the 857 GHz channel while
still present at lower frequencies. One could therefore cross-
correlate all channels to constrain the dark matter mass. The
same feature can be seen in Fig. 5 when one increases the
magnetic field. However, the signal is brighter and slightly
more concentrated towards the galactic centre. Again, this
was to be expected since a large value of the magnetic field
confines the electron in the galactic centre. As a result, the
synchrotron emission is brighter but also more confined to-
wards the centre.
The emission is easier to observe when the propagation pa-
rameters correspond to the MAX set. In this case, it is
broader (cf Fig. 6). However, in terms of intensity, it is quite
similar to the MED set of parameters.
Finally, it is interesting to note that the extinction of the
dark synchrotron emission at low frequencies is particularly
visible when the dark matter mass is about 800 GeV (cf
Fig.7). In this case, the LFI should not see any signal while
HFI could in principle have a detection. The emission at
857 GHz should be about 7 10�2 Jy. This is quite faint
but the synchrotron emission associated with astrophysical
sources is comparable. Hence, the ability for HFI to deter-
mine whether there is a “dark” synchrotron signal depends
on the level of accuracy required to remove the other fore-
grounds. These figures demonstrate that extrapolating radio
maps to high frequencies can lead to the wrong conclusions
since very high energy electrons can, depending on their in-
jection energy, shine at the highest frequencies only.
Concerning decaying dark matter, the emission is spatially
much broader and because the decay rate is constrained by
local cosmic-ray fluxes to be quite low (1–10 �10�28 s�1,
it appears to be very di⌅cult to distinguish from the astro-
physical background. Nearby galaxy cluster observations by
Fermi (Dugger et al. 2010; Ke et al. 2011) provide strong
constraints on gamma rays from b, b̄ and µ, µ̄ channels for
decaying dark matter because of the relatively broad emis-
sion profile, and it might be of interest to reexamine the im-
plications of Planck data for constraining dark matter via
leptonic decays in these systems.

c� 2011 RAS, MNRAS 000, 1–5
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FIG. 4. Upper limits on the velocity-averaged DM annihilation cross section at 95% confidence level for DM annihilation to
bb̄ (left) and ⌧+⌧� (right). Limits for each DES candidate dSph, as well as the combined limits (dashed red line) from the
eight new candidates are shown. Here we assume that each candidate is a dSph and use an estimate of the J-factor based on
photometric data (see text). For reference, we show the current best limits derived from a joint analysis of fifteen previously
known dSphs with known J-factors (black curve) [19].
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Gamma-rays in dSphs

Thermal DM already 
partially excluded!

~ 3 order of magnitude to catch up DD limits
though the process aren’t the same! 

I’ll comment again on this!



AntiprotonsMinimal Dark Matter and PAMELA Marco Cirelli
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Figure 1: The PAMELA preliminary data [3] compared with the fermion 5-plet MDM prediction, at the
best-fit point for the astrophysical parameters.

should continue to grow, and that an anomaly should appear in the p̄ spectrum, unless p̄ have an
unfavorable boost factor or propagation in our galaxy.

Collateral constraints must be considered. The e± from DM annihilations lead to a synchrotron
radiation [5] at the level of ‘WMAP haze’ anomaly [12]. Ref. [10] claims that very strong bounds
on the DM annihilation cross section can be inferred from infrared and X-ray observations of
the galactic center region, modeled assuming a certain magnetic field and DM density, that gets
extremely high close to the central black hole leading to a high rate of DM annihilations. In this re-
gion DM becomes relativistic, and in the MDM case this means that the Sommerfeld enhancement
disappears, leaving a small annihilation cross section, ⇥ ⇤ �2

2 /M2 ⇤ 10�28 cm3/sec that would not
contradict the strong bounds of [10]. A dedicated computation of the MDM prediction together
with a precise description of the galactic center is necessary to quantitatively clarify this issue.

To conclude: we presented Minimal Dark Matter. Like string theory, MDM has no free param-
eters, and thereby makes univocal predictions, falsifiable by any single experimental result. The
preliminary data from PAMELA, presented during idm08, show an excess in the flux of cosmic ray
positrons at 10-60 GeV which matches the MDM prediction. Let us compare with supersymmetry,
the theoretically favored scenario: slepton masses can be fine-tuned to be quasi-degenerate with
the lightest neutralino in order to enhance 3-body annihilations obtaining the correct relic abun-
dance and a e+ spectrum that, with a boost factor of >⇤104, can be compatible with the PAMELA
excess [13]: in such a case the e+ fraction should decrease at higher energy. MDM predicts the
continuing rise of fig. 1a. The PAMELA results recently published on the arXiv [3] have one extra
data-point at 80 GeV, still consistent with MDM predictions [5]. The nearby pulsars Geminga or
B0656+14 could also produce a rising e+ fraction, together with an angular anisotropy [14].
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Figure 4: Plots of the neutralino pair annihilation cross section into W+W� (left upper panel)
and �Z (right upper panel) as a function of the chargino-neutralino mass splitting and the spin-
independent DM-nucleon cross section as a function of the Dark Matter mass (lower left panel)
together with the XENON 2012 limit. The Freeze-Out relic density is displayed in the lower right
panel for the annihilation cross section into �� as a function of the mass splitting.

analysis where the full information available in the (S1, S2) scintillation plane was exploited.
It is therefore likely that the XENON100 experiment can improve its present exclusion limit
with the 2012 data and rule out some of the configurations shown here in green.

In these figures we have assumed that the relic density was regenerated at 100 % for
candidates with a total annihilation cross section much larger than the ‘thermal’ one (i.e.
with a suppressed Freeze-Out relic density). This way we could ensure a fair comparison
between theoretical expectations and the limits set by the Fermi-LAT and XENON100 ex-
periments. Looking at the �v⇥0

1⇥
0
1⇥�� plot, one sees that invoking regeneration is needed for

all scenarios with a chargino-neutralino mass splitting smaller than � 20 GeV 6. Assuming
that all these candidates have the correct relic density, we could indeed exclude scenarios
with a neutralino-chargino mass splitting up to 20 GeV and values of �v⇥0

1⇥
0
1⇥�Z down to

10�28 cm3/s (see Fig.4), corresponding to �v⇥0
1⇥

0
1⇥W+W� > 10�25 cm3/s and �h2 ⇥ 0.06.

However, relaxing the regeneration assumption would completely relax the exclusion re-
gions and therefore the bound on the mass splitting (apart perhaps from scenarios with
extremely small mass splitting).

As a side comment regarding the so-called ‘130 GeV line’: we do find scenarios where
�v⇥0

1⇥
0
1⇥�� ⇤ 10�27 cm3/s, which is the value of the cross section that is required to explain

the feature in the spectrum. These configurations predict a neutralino-chargino mass

6For larger values of the mass splitting, no regeneration assumption is required but the annihilation
cross sections into �� and �Z are strongly suppressed. In particular ⇥v⇥0

1⇥
0
1⇥�� is much below 10�29 cm3/s.
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One can therefore exclude certain neutralino composition on the sole basis of   
the anti-proton flux predicted in these DM scenarios.

We can exclude certain cross section and masses   

✓One can exclude values of  the annihilation cross section versus the neutralino mass 
✓From the value of  the annihilation cross section, one can exclude the neutralino composition

 Also recently arXiv:1401.6212

Constraints on neutralino annihilating into W+W-



Chapter 2. Overview of standard searches for dark matter particles 49

2.3.5 Summary
The current status of indirect searches for DM discussed above is summarized in Fig. 2.10, taken
from Cirelli (2015). Fig. 2.10 shows the most stringent constraints in the DM annihilation cross-
section vs DM mass for the main probes described in this section, namely “-rays, antiprotons,
the CMB and neutrinos. The upper limits are shown for the µ+µ≠, bb̄ and W +W ≠ channels,
representative of final states containing leptons, quarks and weak gauge bosons respectively.
Limits have been rescaled to account for the di�erent assumptions made in their derivation.

This summary plot shows that the natural scale for the DM annihilation cross-section is now
probed by several independent methods, and the standard thermal WIMP scenario is starting to
be under pressure below ≥ 100 GeV for quark final states which arise naturally in the context of
supersymmetry.

Dark Matter Marco Cirelli
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Figure 13: Summary chart of the current most stringent bounds on DM annihilation, in different chan-
nels and from different searches as discussed in the text. The corresponding references are: AMS-02 an-
tiprotons [49], FERMI dwarfs [65], CMB [31], HESS-GC [60], FERMI IGRB [73], ANTARES [122], ICE-
CUBE [121]. Several caveats apply: (i) ‘Official’ bounds, i.e. those obtained by the relevant experimental
collaborations, are reported for the most part, although of course many other authors have obtained limits that
may be even more constraining. (ii) When different bounds are available, ‘fiducial’ ones are adopted. (iii)
Some bounds need rescaling for the sake of a fair comparison: (iii-a) the HESS-GC one has been rescaled
to correspond to the benchmark Einasto profile defined in [29] and used for the AMS-02 antiproton bounds;
(iii-b) the ICECUBE bounds have been rescaled to be comparable to the ANTARES ones; (iii-c) however, a
further rescaling of both neutrino bounds would be necessary to compare them with the benchmark Einasto
assumption (but this is not possible as the neutrino regions of observation are not univocally defined).

on the SI scattering cross section (third line of fig. 12): for some specific values of the DM mass
around 50 ÷ 60 GeV, where a resonance enhances the capture by the chemical elements constituting
the Earth, they can be more stringent than the corresponding bounds from the Sun.

Before moving to another search mode, let us collect on a single plot all the constraints from
indirect detection discussed so far: fig. 13 compares them for 3 different channels and for a variety
of messengers. The important caveats discussed in the caption apply.

5. Direct detection

Dark Matter can also be looked for in Direct Searches, which aim at detecting, in ultra-clean
and ultra-sensitive experiments, the recoil of an atom hit by a DM particle. In the most studied
case, one assumes that the DM particle hits a nucleon, so that the sought-for signature consists of

17

Figure 2.10: Summary of the most stringent upper limits on the DM annihilation cross-
section vs DM mass (Cirelli, 2015). Some limits have been rescaled to account for the di�erent
assumptions e.g. on the DM profile (see Cirelli, 2015, for more details), and conservative limits
were used when several results were available.

These bounds correspond to ‘standard’ indirect searches, mostly carried out by large collabora-
tions. Indirect detection has been the object of a wealth of additional more ‘exotic’ studies, which
probe di�erent regions of the DM parameter space. For instance DM annihilation or decay can
disrupt the standard results of nucleosynthesis in the early Universe, a�ecting the formation of
light chemical elements through e.g. photodissociation (Sarkar, 1996; Jedamzik & Pospelov, 2009).

In this thesis, we go beyond the standard approach, exploring two aspects of indirect searches
for DM:

• we perform a detailed study of secondary photon emission from electrons and positrons
produced in DM annihilations;

• we explore the phenomenology of supermassive black hole-induced DM spikes—i.e. very
strong enhancement of the DM density—at the centers of galaxies.

Gamma-rays

In reality one can constrain light DM (< 10 GeV) too!

�v < 10�31
⇣mDM

eV

⌘2
cm3/s

M
for < O(GeV)

Courtesy M. Cirelli

dSphs + MW + CMB



C.B., J. Schewtschenko et al

arXiv:1404.7012

same with neutrinos



DM can be lighter than a few GeV!  But … 

For light DM, the annihilation cross section into electrons needs to be very suppressed!
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FIG. 2. Galactic gamma-ray exclusion region (shaded) for a constant value of h�vi against DM mass, for DM annihilation
into ēe (top left) and q̄q (top right) and b̄b (bottom) where q = u, d, s (with m

DM

> 0.1 GeV for s̄s). The exclusion includes
propagation of electrons and their subsequent secondary photon emission, and the solid green line is for no propagation (prompt
flux only). For comparison, recent limits set by Fermi-LAT [61] from emission from Milky Way’s dwarf satellite galaxies (dSph,
the solid orange line) and CMB bounds from Planck as calculated in [62, 63] (dashed red line).

we solve semi-analytically with the Green’s function approach of Refs. [72, 73], with energy-loss terms from ICS,
bremsstrahlung and synchrotron radiation. In contrast with direct annihilation to charged leptons, propagation of
electrons from quark final states is only important for light (. 100 MeV) DM, where it slightly strengthens constraints
– we caution, however, that propagation of cosmic rays at such low energies is not well-understood. In almost every
case, the prompt emission therefore dominates:

d�
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ds d⌦, (1)

where r is the galactocentric radius and ⇠ ⌘ ⌦
�

/⌦
c

is the fraction of the annihilating DM candidate with respect to
the total DM density today. If the DM particles are not identical (i.e. complex bosons or Dirac fermions), an extra

Planck collaboration (s-wave)Courtesy T. Jubb (s-wave)

Indirect detection limits have strong impact on mDM < 10 GeV



The cross section can be independent of the DM mass!

�v / 1

m4
F

��
C2

l + C2
r

�
mf + 2Cl Cr mF

�2
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The mediator can be very light!
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Indirect detection limits have strong impact on mDM < 10 GeV

Feng& Kumar (0803.4196)

In the early Universe (c=1), light DM means light Z’ for thermal RD and adjust couplings 
In late Universe, light DM is ~ fine because the cross section is velocity dependent 

non chiral couplings



Signature of  light DM (t-channel mediators) at LHC

The mediator can be produced through 
the exchange of DM

Strong constraints!

first example of simplified models at LHC

0912.5373
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Figure 2.4: Light (m� ⇠ few MeV) scalar dark matter annihilating to electron-positron pairs due
to the mixed � � A0 propagator. The annihilation occurs in the p-wave.

the muon g � 2 discrepancy [96, 97].

To summarize, a light vector particle remains an attractive solution to the muon g � 2 discrep-
ancy, and more experimental work is required to exclude this possibility in a model-independent
way.

2.3.2 Mediator of interaction with DM and possible connection to astrophysical
positron excess

Vector portals o↵er a means to connect the SM to dark matter. In the last few years, the di-
rect searches for dark matter have intensified, paralleled by broad investigations of the theoretical
opportunities for dark matter. The weakly interacting massive particle (WIMP) paradigm o↵ers
perhaps the largest number of opportunities for the experimental discovery of dark matter via its
non-gravitational interaction. In the standard WIMP paradigm, known from 1970s [98, 99], the
correct cosmological abundance of dark matter is achieved via its self annihilation at high temper-
atures, T ⇠ m�, where m� is the WIMP mass. Simple calculations show that the required WIMP
abundance is achieved if

�annih(v/c) ⇠ 1 pbn =) ⌦DM ' 0.25, (2.3.2)

where v/c is the approximate relative velocity at the time of annihilation. The nature of the
interaction responsible for the self-annihilation of WIMPs to the SM states is important. It sets the
size of the self-annihilation cross section and ultimately the abundance of WIMP dark matter. If
the interactions are mediated by forces that have weak strength and operate through the exchange
of weak scale particles, then for small and large masses one expects the following scaling with the
WIMP mass,

�(v/c) /
⇢

G2
F m2

� for m� ⌧ MW ,
1/m2

� for m� � MW .
=) few GeV < m� < few TeV (2.3.3)

This famously determines the so-called ”Lee-Weinberg window”, or the mass range for the DM
under the assumption of weak-scale mediators. According to this logic thermal relic MeV-GeV
scale dark matter is disfavored.

The crucial assumption in the argument above is the link between the weak scale and the
mass of the mediator particles. As was argued in the previous sections certain vector portals do
allow interaction strengths in excess of GF . This in turn opens the door to the construction of
rather natural models of light dark matter, which can be made as light as a few MeV [100]. It is
important to note that such light WIMPs are challenging to probe via direct scattering of galactic
DM particles on atoms [101], and therefore alternative strategies aimed covering this mass range
must be developed.

But Light DM particles are being ruled out

1504.04855

BDX arXiv:1406.3028, Dafne/Kloe, 
arXiv:1606.08849&: arXiv:1604.08206 
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Figure 2.6: Summary of constraints on the dark photon model. The limits at ✏ ⇠ 10�7; mA0 > 200
MeV range come from old experiments, and can be improved with SHiP. The g�2 region of interest
is shown as a green band. The projected SHiP sensitivity contour is derived using three modes of
production: mesons, bremsstrahlung, and QCD production.

ensuing constraints are quite strong (reaching down to ✏ ⇠ few ⇥ 10�4 at ↵D ⇠ ↵), but applicable
only to mh0 > 2mA0 region of parameter space. Another study at KLOE [170] have searched for
missing energy signature from h0 decays outside of the detector, and reached the constraints at the
level of ✏ ⇠ few ⇥ 10�3. Constraints on the most motivated case, mh0 ' mA0 , are more di�cult to
obtain because they involve stable h0 on the scale of the detector.

2.5.2 Production and detection of light vector portal DM

New constraints on vector portals occur when direct production of light dark matter states � opens
up. The missing energy constraints on dark photons derived from e+e� colliders were analyzed in
[95]. Invisible decays of A0 are usually harder to detect, except K+ ! ⇡+A0 ! ⇡++missing energy,
where the competing SM process, K+ ! ⇡+⌫⌫̄ is extremely suppressed [86]. Also, fixed targets
experiments sensitive to the missing energy decays of vector states have been proposed recently
[171, 172].

A rather systematic study of the detection of light dark matter produced via the dark photon
portal has been performed in a number of papers [157, 162, 173, 174]. The most stringent constraints
follow from the highest POT experiment, LSND, provided that the dark matter is within kinematic
reach. A typical detection scheme in the proton beam dump experiments is built on the following
chain of events:

pp ! ⇡0 + X, ⇡0 ! V �, V ! ��̄, � scattering on electrons/nuclei (2.5.1)

These results significantly constrain, but do not fully rule out, MeV-scale dark matter models,
suggested as a candidate explanation of the 511 keV excess from the galactic bulge. Currently, the
MiniBooNE collaboration is conducting a dedicated search for such states in a beam dump mode
run [175]. The summary of the existing constraints on light dark matter produced via vector portal
is given in Fig. 2.7. Similar constraints were also derived for light dark matter coupled to the
SM via the baryonic vector portal [68]. It is important to emphasize that these constraints cover
the low mass region of parameter space inaccessible to traditional underground direct detection

arXiv:1412.8378  arXiv:1407.0993 

1607.01789

http://arxiv.org/abs/arXiv:1604.08206
http://arxiv.org/abs/arXiv:1412.8378
http://arxiv.org/abs/arXiv:1407.0993


The GeV excess (still room for relatively light DM)

 arXiv:1306.5725

Hooper&Goodenough 2009 
FERMI-LAT 2009

10-30 GeV DM annihilating mostly  
into b-quarks or muons T. Lacroix, CB, J. Silk, 2014

FERMI-LAT data

Leptons work too…

Probably astrophysical sources but …



Direct detection experiments can be compared to  
ID and LHc searches! 
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is reflected in the top and bottom curves of the one sigma blue
band in both Figs.1 and 2. Finally, we also try a sharp cut-off
of Leff at low energy for the bottom curve of Fig.2 in order to
obtain the most conservative limit.

C. Robustness of the fit

Figures 1 and 2 show that even with slight modifications in
the fitting procedure, the results for Leff as a function of recoil
energy can change significantly. In order to check the quality
of a certain fit to the data, we employ the extended critical fil-
ter formalism presented in [34]. This formalism finds a fit to a
noisy data set by making use of the error statistics of the data
points as well as a Gaussian prior probability distribution for
the underlying curve. It is taking into account the possibility
of outliers in the data, i.e. data points with significantly under-
estimated error bars. This seems to be beneficial in the case
of the Leff measurements due to the wide spread and apparent
inconsistency of the different data sets.

Here, we feed the algorithm with different Leff-curves as
mean for the Gaussian prior. If the prior mean is already a
sufficiently good fit to the data set, the result of the extended
critical filter procedure will not deviate from it. If, on the
other hand, the result of the data filtering differs from the prior
mean input, it is a sign that the data prefer a different curve,
even though the possibility of individual data points being out-
liers is accounted for. These outliers are accounted for in the
algorithm by the inclusion of a correction factor for the er-
ror bar of each data point (see [34] for all technical details).
By narrowing the prior probability distribution for these cor-
rection factors, we can force the algorithm to take each data
point more seriously and thus find out which of the fits is most
consistent with the data.

In this way, we study the quality of the two cubic spline
fits shown in Figs. 1 and 2, as well as the Leff-curves given
by the upper and lower one-sigma contours (i.e. the edges of
the blue-shaded regions in Figs. 1 and 2). Using a reasonably
wide prior for the error bar correction factors, we find that
all of these curves are consistent with the data, except the top
edge of the one-sigma region in Fig. 1. The exclusion of this
one curve might, however, well be due to its behavior at large
recoil energies and is likely not to be related to the extrapola-
tion at lowest energies since the top one-sigma curve in Fig. 2
is not excluded although it is a more extreme extrapolation.
Note also that the behavior at recoil energies below 3 keVnr
is not constrained by this analysis.

When narrowing the prior for the error bar correction fac-
tors to more and more extreme shapes, more curves are suc-
cessively excluded. It can thus be determined that the central
fit in Fig. 1 is the most consistent one with the data. The mul-
titude of Leff-curves that is consistent with the present data,
however, clearly underlines the importance of studying their
influence on the resulting exclusion curve. In fact, yet an-
other fit can be obtained by using a constant curve as prior
mean for the extended critical filter and narrowing the prior
for the error bar correction factors until deviations from this
constant become significant. The resulting curve is shown in

Fig. 3, along with the one-sigma contours of the two spline-
fits shown in Figs. 1 and 2.

FIG. 3: Reconstruction of the calibration curve when using the ex-
tended critical filter with a constant prior mean (corresponding to the
mean of all data points), shown as a yellow line, along with the one
sigma contours around the fits of Figs. 1 and 2.

III. EXCLUSION LIMIT

Now that we have determined the uncertainties on Leff, we
can compute the counting rate of dark matter events expected
in the XENON100 detector and deduce an exclusion limit for
a given Leff. For this purpose, we use a profile Likelihood ratio
method and compute p-values for the signal and background,
as done in [1] after randomly simulating 10000 ’mock’ data
sets based on the XENON100 data published in [1].

A. Counting rate

The recoil rate (per nucleus) is parameterised in the stan-
dard form of [35],

dR
dE

=
⇤(q)
2mµ2 ⇥�(E, t), (1)

where ⇤ is the WIMP-nucleus cross-section, q =
�

2mNE
is the nuclear recoil momentum (with mN being the nucleus
mass), m is the WIMP mass, µ is the WIMP-nucleus reduced
mass, ⇥ is the local WIMP density and �(E, t) is the WIMP
mean speed, given by the expression

�(E, t) =
Z ⌅

vmin(E)

f (v,ue(t))
v

d3v . (2)

In the above integral, ue(t) is the relative velocity between the
Earth-based detector and the WIMPs, with time-dependence
arising from the motion of the Earth around the Sun, and
vmin(E) is the minimum velocity for a WIMP producing a
nuclear-recoil of energy E. Any astrophysical uncertainties,
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TABLE III. The non-relativistic operators (columns) for direct detection that are obtained from the simplified models considered
in this work (rows), as shown in Tab. I, along with their coupling dependence. For reference we have indicated the spin-
dependent operators (SD). The full expressions for the NR operators are given in Table XIV.

Nobs Nbck MT (kg .days) ref
LUX 1 0.64 250⇥ 85.3 [82]

TABLE IV. The measured event yield, expected background and exposure for LUX which we use to place our direct detection
constraints.

in Ref. [82] gives identical results in our parameter space to integrating (3) between E
R,min

= E
thr

= 2 keV and
E

R,max

= 30 keV. The sum in (3) is over all target nucleus isotopes I present in the detector with fraction f
I

, where
N

I

is the number of nuclei per unit mass. The isotope dependence enters through the form factors, and through the
target nucleus mass m

T

. For LUX we use the natural xenon abundances. v
min

=
p

2m
T

E
R

/µ2

T

is the minimum
velocity to produce a recoil with energy E

R

. In practice this limits the reach of xenon experiments to DM masses & 5
GeV.
To set the DD exclusion limits, we use the LUX spin-independent data [82] since they are the most constraining

so far. However it is worth keeping in mind that lighter targets such as CDMSLite [83] are more relevant below 6
GeV and that bigger experiments such as LZ [84], XENON1T [85], DARWIN [86] will supersede the LUX limits in
the future.
To extract the 90% confidence level limit on the mediator mass, for each DM mass and fixed value of the coupling

g, we use a likelihood ratio test (e.g. [71]), namely

N th(m
MED

)�Nobs log

✓
N th(m

MED

) +Nbck

Nbck

◆
=

2.71

2
, (6)

where N th(m
MED

) is the expected number of events and Nobs = 1, Nbck = 0.64 are respectively the number of
observed and expected background events in the LUX experiment.

IV. RESULTS

In this section we provide our full constraints on each of the DM and mediator combinations and coupling structures.
After providing the relevant Wilson coe�cients for each model, we give the self-annihilation cross section and combine
the constraints from the relic density (RD) calculation with indirect (ID) and direct detection (DD) bounds outlined
above. In most cases, di↵erent combinations of couplings to the DM � and the SM fermion f give rise to very di↵erent
constraints. In all cases we set the non-zero couplings equal to one another so that the resulting parameter space

main operators new operators

most of them suppressed by spin and/or velocity but ..

New types of DM-nuclei interactions
new models, new operators, new couplings to nuclei!
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Figure 1. A comparison of the current 90% CL LUX and SuperCDMS limits (red and orange
lines, respectively), the mono-jet limits in the MSDM models (blue lines) and the limits in the EFT
framework (green line) in the cross section vs mDM plane used by the direct detection community.
The left and right panels show the limits on the SD and SI cross sections appropriate for axial-
vector and vector mediators respectively. For the MSDM models we show scenarios with couplings
gq =gDM = 0.25, 0.5, 1.0, 1.45.

interaction problematic. For gq = g
DM

. 0.25 the 8 TeV CMS mono-jet search no longer

has su�cient sensitivity to place a significant limit on the parameter space.

Figure 1 also shows the limit obtained from an interpretation of the mono-jet search in

the framework of the EFT (green line). The EFT limits should agree with the MSDM limit

in the domain where the EFT framework is valid. We see that it is only for the extreme

coupling scenario gq = g
DM

= 1.45 that the EFT limit approximates the MSDM limit,

and only for DM masses below around 300 GeV. For larger m
DM

the EFT fails to describe

any of the coupling scenarios. For weaker couplings, the MSDM limits get stronger for

DM masses below around 50 to 300 GeV, due to the resonant enhancement of the cross

section for a s-channel mediator that was explained above. This e↵ect is absent within

the EFT framework. The reach in DM mass of the MSDM limits increases with larger

couplings. Overall, this comparison of the EFT and MSDM limits demonstrates again

that the EFT framework is unable to capture all of the relevant kinematic properties of

the collider searches, which is demonstrated by the large disparity between the EFT and

MSDM limits. Comparing EFT collider limits with those of DD searches gives a misleading

representation of the relative sensitivity of the two search strategies, especially for weaker

coupling scenarios and m
DM

& 300 GeV.

Finally Figure 1 also shows the LUX limits for both interactions (red lines) and the

spin-independent SuperCDMS limit (orange lines). Whilst the comparison of the DD

search result with the EFT collider limit is biased, a comparison with the MSDM limits

from the LHC mono-jet analysis, which properly describes the kinematic properties of

the collider search, represents a comparison of collider and DD experiments on an equal

– 5 –

Competition between DD and LHC (monojets) 

EFT not valid at low mass so simplified models!
no resonance

1409.4075
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Figure 3. Projected limits for the CMS mono-jet search (blue lines) and DD searches by LUX (red
line) and LZ (red dashed line) in the (Mmed,mDM) plane for the vector mediator, in the coupling
scenarios gq = gDM = 0.25, 0.5, 1.0, 1.45. For reference the discovery reach accounting for the
coherent neutrino scattering background is also displayed (green line). The region to the left of the
various curves is excluded at 90% CL.

an equal footing. Whereas the (M
med

,m
DM

) plane might be more familiar to the collider

community, the (�0

DD

,m
DM

) plane is a more traditional way of displaying this comparison

among the DD community. However, when comparing the two planes care must be taken

in the interpretation of the relative sensitivities of the di↵erent scenarios. For example,

whereas in the (M
med

,m
DM

) plane the mono-jet limits get stronger with increasing cou-

pling, the same results displayed in the (�0

DD

,m
DM

) plane show that for DM masses below

a few hundred GeV more parameter space is ruled out for weaker coupling scenarios. This

is explained by the fact that the planes use di↵erent observables to benchmark the perfor-

– 8 –
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Conclusion

Stringent limits from Direct and Indirect detection

 Still room for new physics but constrained!

We need to pay attention to the cosmology  

as this can affect all our estimates!


